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Sound-based remote sensing of terrestrial animals:
localization and error analysis
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Abstract: Advanced sound-based remote sensing technology for terrestrial animals could greatly enhance our ability of animals
monitoring, research and protection. In this research, we designed an inexpensive bioacoustic localization system for terrestrial
animals, which integrates commercial off-the-shelf recorders and wireless controllers and is much cheaper than most animal lo-
calization systems. Combined with the bioacoustic localization software we developed, the system is verified to have the ability
to fulfill our requirements because its localization errors along the X and Y directions are both less than 1.69 m, although the er-
ror along the Z direction is a little bit larger. In order to assess the factors influencing the localization accuracy, we applied Monte
Carlo simulation method to conduct error analysis. We found that errors, including in surveying recording stations, estimating
Time Difference of Arrival (TDOA), and estimating sound velocity, will all influence the final localization accuracy. Besides, the
Monte Carlo method could also be used for choosing the values of system parameters when implementing a bioacoustic localiza-
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tion system of terrestrial animals, such as the total number of recording stations and spatial ranges of the system.

Key words: sound-based remote sensing, bioacoustic localization, biological monitoring, error analysis, Monte Carlo

CLC number: TP79 Document code: A

Citation format: Shen S Q, Gong P, Cheng X and Ying Q. 2011. Sound-based remote sensing of terrestrial animals: localization and
error analysis. Journal of Remote Sensing, 15(6): 1255-1275

1 INTRODUCTION

Many efforts have been made to establish various monitoring
systems for animals, especially endangered wildlife, in order to as-
sess the impacts of human activities and more effectively protect
the animals. Different types of information are extracted while
monitoring, among which, location of animals is of special interest.
This is because, in the first place, habitat is the spatial media where
interactions between animals and their environment as well as inter-
actions among different kinds of animals come into effece. The more
precise the habitat is, the more effectively can people protect them.
Furthermore, location information can be used to analyze animals’
behaviors. For example, behavioral researchers found that individual
animals in a chorus dynamically adjust spacing in order to influence
behaviors such as mate choice (Jones & Ratham, 2009; Mennill, et
al., 2006). Finally, localizing animals in time can avoid tragedies
resulting from spatial collisions between mankind and animals, such
as avian localization systems developed for avoiding strikes between
birds and planes (Ning, et al., 2010). Hence it can be seen that locali-
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zation systems of animals are very useful and worth developing.

Among all kinds of localization systems of animals, the bio-
acoustic localization system has its specific advantages. Firstly, as a
passive method, the natural movements of animals are not inhibited
by bioacoustic localization. Secondly, sound is one way for animals
to communicate. This ensures a bioacoustic localization system can
record communication between animals while localizing, which
can be further used in species analysis or behavior research and so
forth (Mennill, et al., 2006). Thirdly, the fact that sound travels far-
ther in water than light does make a bioacoustic localization system
the most suitable device to locate animals living in the water, such
as the famous Right Whale Listening Network (Clark, et al., 2007).
Last but not least, acoustic device is not constrained by light condi-
tion and can be used to locate animals in the night. For example,
migratory movement of birds is recorded in the night, and all those
recordings are important references for making migratory bird con-
servation plans (Farnsworth, 2005).

Bioacoustic localization systems have been used extensively to
locate many marine organisms, especially large mammals in the
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ocean (Stafford, et al.,1998; Wahlberg, et al., 2001, 2003; Mel-
linger & Clark, 2003; Clark & Clapham, 2004). This is mainly be-
cause there is no other more effective method to locate marine ani-
mals. However, the applications of bioacoustic localization systems
for terrestrial animals are not well known (Mennill, et al., 2006).
In a classic bioacoustic localization system for terrestrial animals,
multiple microphones are usually put in a place precisely and con-
nected to a computing system via a multi-channel audio card (Mc-
Gregor, et al., 1997; Exadaktylos, et al., 2008; Jones & Ratham,
2009; Mennill, et al., 2006). Albeit the single audio card guarantees
time synchronization among all the channels and this system per-
forms well for locating animals within a small area, such systems
still need improvements. First, the centralized way to acquire and
compute audio data render the system highly dependent on some
components (e.g., the audio card and the computing system). Sec-
ond, wired connection often limits the relative position and distance
between any two of the microphones, the audio card and the com-
puting system, resulting in low level of flexibility in implementing
and reconstructing. Also, exposed wires are vulnerable to damage
from human beings, other animals and the environment.

Recent advances in Wireless Sensor Network (WSN) technol-
ogy can be used to improve the current bioacoustic localization
systems for terrestrial animals. The WSN technology refers to a
modern information technology which integrates the sensor tech-
nology, automation technology, data transmission, data storage,
data process and analysis technology (Gong, 2007). A WSN-based
bioacoustic localization system for terrestrial animals consists of
multiple recording nodes which cooperate to localize the animals.
A single recording node is a tiny integrated system which is com-
posed of microphone sensors, audio processors, audio storage, mi-
croprocessor, wireless communication module, and power module.

WSN technology improves traditional bioacoustic localization
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from the following aspects. First, the wireless connection among
the recording nodes renders much more convenient implementa-
tion in the field and the dispatch of data acquisition. Computation
to each recording node makes the system more robust, although
this also causes another challenge: time synchronization of record-
ing nodes. Second, WSN-based recording nodes allow embedded
Global Positioning System (GPS) modules for self positioning.
This makes bioacoustic localization much more automatic and con-
venient because the coordinates of recording nodes are traditionally
obtained by using additional survey instruments manually. Third,
WSN-based recording nodes also allow integrating temperature
sensors and humidity sensors (or sound velocity meter instead).
These sensors are used to estimate sound velocity in the air, result-
ing in more accurate bioacoustic localization. Fourth, the compu-
tation ability of recording nodes enables embedded bioacoustic
recognition, which helps the bioacoustic localization system focus
on species of interest.

This paper aims at developing a WSN-based bioacoustic locali-
zation system for terrestrial animals and discussing its accuracy.
First, the architecture of the WSN-based bioacoustic localization
system for terrestrial animals is introduced. Meanwhile, a prototype
system including software and hardware is demonstrated. The out-
door experiments and relevant results are also included. Next we
present an assessment of different factors which influence the ac-
curacy of the bioacoustic localization system for terrestrial animals,
and propose an algorithm based on the Monte Carlo method to
quantitatively analyze the location errors, we conclude and discuss
about the future work at last.

2 SYSTEM ARCHITECTURE

The architecture of a WSN-based bioacoustic localization
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system for terrestrial animals is shown in Fig. 1. Generally, there
should be eight modules in a recording node: (1) recording module;
(2) self-positioning module; (3) time synchronization; (4) sound
velocity estimation; (5) sound activity detection; (6) bioacoustic
recognition; (7) wireless communication; (8) power module. The
bioacoustic localization system for terrestrial animals has different
needs from common localization systems, such as self-positioning,
sound velocity estimation, and recognition of animal species (sound
activity detection and bioacoustic recognition), and WSN technol-
ogy could be employed to fulfill these special needs.

2.1 Self-positioning

The coordinates of recording nodes are necessary inputs for
bioacoustic localization and their accuracy will influence the final
localization accuracy (Section 4.1). The traditional way to survey
recording nodes in the field is to use a total station in terms of
several ground control points. Although this way can achieve very
high accuracy, it is labor intensive when implementing, Further-
more, it is difficult to find appropriate ground control points in the
field. Wireless Sensor Network allows equipping each recording
node with an embedded GPS module so that each recording node
can easily localize itself and send the position information through
wireless network to relevant devices for later bioacoustic localiza-
tion. Hence displacement and movement of recording nodes will
not be a problem because recording nodes will send out the new
position timely and automatically, ensuring possible of system cali-

bration.

2.2 Sound velocity estimation

The velocity of sound is not a constant, and it depends upon
temperature, barometric pressure, altitude, humidity, wind velocity.
The velocity of sound is (331.45+0.05) m/s in still, dry air under
standard conditions of temperature and pressure (0°C and 760 mm
of Hg pressure).

The velocity of sound increases as temperature increases in a

c=33145x |1+ )
273

where c refers to the velocity of sound, and ¢ is the temperature in

relationship of

degrees Celsius. Accordingly, when temperature decreases with
increasing altitude, the velocity of sound will also decrease as al-
titude increases. Meanwhile, the sound is refracted upward, away
from listeners on the ground, creating an acoustic shadow in a
distance from the source. Otherwise, when temperature increases
with increasing altitude, the velocity of sound increases as altitude
increases, and sound is refracted downward (Everest & Ken, 2009).

The velocity of sound also increases with increasing moisture,

¢ =1508.528 | e )
M,

is the universal gas constant, and M,=29-11h,

following in a rule of

T+h
where R, =
S5+h

refers to the mean molecular weight of the gas at sea level, /4 is de-
fined to be equal to the fraction of molecules that are water.

If the sound travels with the wind, the velocity of sound will
increase; otherwise, the velocity of sound will decrease. In addi-
tion, wind could alter the main direction of sound (Everest & Ken,

2009).

Since bioacoustic localization of terrestrial animals usually oc-
curs outdoor and the above environmental parameters can vary all
the time, nearly real-time sound velocity estimation is necessary for
enhancing the localization accuracy. WSN technology could inte-
grate temperature sensor, humidity sensor, and wind velocity sensor
into the whole a system for sound velocity estimation, or directly
use sound velocity meter instead.

2.3 Recognition of animal species

People always have clear goals when using a bioacoustic locali-
zation system and how to localize animals of their interest is the key
for a practical bioacoustic localization system. Therefore, the step be-
fore bioacoustic localization is recognition of animal species, which
could be accomplished by bioacoustic recognition. Since bioacoustic
recognition of animal species is also based on the features of animal
vocalizations and WSN-based recording nodes have the ability of
computing, it could be possible to perform embedded bioacoustic
recognition of animal species inside recording nodes before localiza-
tion, resulting in a much smarter bioacoustic localization system,
such as the system described in Exadaktylos (2008).

Bioacoustic recognition of animal species is essentially a pattern
recognition. There are many methods, such as template matching
(Anderson, et al., 1996), neural network (Mcllraith & Card, 1997),
Gaussian mixture models (Kwan, et al., 2005), support vector ma-
chine (Fagerlund, 2007), Hidden Markov Model (Kogan & Margo-
liash, 1998).

3 PROTOTYPE SYSTEM

According to the above architecture of a WSN-based bioacous-
tic localization system for terrestrial animals, we develop a proto-
type consisting of hardware (Section 3.2) and software (Section 3.3).
We test its localization performance in the field, detailed in Section
3.4 and 3.5.

3.1 Principle and method of bioacoustic localization

There are mainly two ways to locate animals acoustically. One
is based on energy-range which is used in the above mentioned
“Right Whale Listening Network”. The other is the TDOA based
calculations (Wahlberg, et al., 2001) in which animals can be local-
ized according to the time difference of animal vocalizations arriv-
ing at any two recordings nodes that are set up precisely at known
positions. The TDOA method is the one we use in this paper. First,
set up four (or more) recording nodes(Fig. 2), and survey their po-
sitions accurately. Then estimate time differences of the bioacoustic
signal arriving at each recording node based on the audio record-
ings. Last, localize the uttering animals according to the TDOAs.

Consider a bioacoustic localization system with N recording
nodes at known locations.

T =t =50 + (-0 +(5, 527

=1, n 3)
Let vector (x,, y;, z;) denotes the true coordinate of recording node
i, ¢ denotes the true sound velocity. Let (sx, sy, sz) denotes the to-
be-solved coordinate of the target animal. Randomly pick up the
7" recording node as the reference one, then TDOA 17, between the
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reference node and i" recording node can be calculated by

7, =T -T,

N T U = o

=5y 4 =9y + - 52y

(i=1,++, n, i#r) “

Sound is assumed to travel in the air in a uniform linear motion at

velocity ¢. The coordinates of the recording node can be surveyed

with the results denoted by (x}, v, z,). The arrival time difference t,,

can be estimated through the Generalized Cross Correlation (GCC)

method with the results denoted by 7. Then the error in TDOA
could be expressed by Eq. (4).

The source (sx, sy, sz) can be solved when the following objective

function F achieves the minimum. F is the sum of the squared error, i.e.

n
F=Zf,-2(c,T,,-,x,,y,,Z,,x,-,y,-,Z,-,SX,Sy,SZ) (5)
i=l
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C
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Errors exist in the survey value (x,, ¥, z,), the estimated TDOA
7,, and the estimated sound velocity ¢. All these errors will af-
fect the final localization accuracy, which will be discussed in
Section 4.

3.2 Hardware description

We have already implemented four modules inside a recording
node, including the recording module, time synchronization, wire-
less communication, and power module. Aigo R5588 recorder is
used in the recording module. We use radio signal to time-synchro-

nize all the recording nodes. Storage batteries are used in power
systems which are 2.3 Ah, 12V.

As for the other four modules, a total station is used to survey
the recording nodes. Sound activity detection and bioacoustic rec-
ognition have been implemented in the software, but not yet inte-
grated into the recording node hardware. Sound velocity estimation
will be implemented later, and the sound is assumed to travel in a
linear uniform way at this stage.

(b)

Fig. 2 The recording node
(a) Before encapsulation; (b) After encapsulation

3.3 Software description

We have developed the software which implements bioacoustic
recognition and bioacoustic localization of animals. The software is
further developed based on Audacity ([2010-12-06] http://audacity.
sourceforge.net/). In our software, “double threshold algorithm”
is used to detect sound activity. Then Maximum Likelihood based
on Gaussian Mixture Models (GMM) is applied to recognize the
animals’ species according to their sounds. TDOAs are estimated
by Generalized Cross Correlation (GCC) (Knapp & Carter, 1976).
The Least Squares method is applied to bioacoustic localization of
animals (Fig. 3 and Fig. 4).
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Fig. 3 The function of bioacoustic recognition in the software
(The Figure shows results of sound activity detection and bioacoustic recognition using the software. It extracts sound clips containing animals’ calls annotating
their starting time and stopping time, and recognizes each clip. “1”” denotes the calls of “Azure-winged Magpie”, and “2” denotes the calls of “Common Magpie™)
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Fig. 4 The function of bioacoustic localization in the software
(Results of bioacoustic localization based on audio files from four different recording nodes are shown in the figure. Four recording

nodes generate four audio files (the four waves in the figure). Sound clips containing animals’ calls are detected using “sound activity

detection” technology and annotated by number, such as the “1” annotation in each audio file. The estimated coordinates of the animal
who is making the current sound clip is shown in the rectangle in the bottom-left corner)

3.4 Experimental design

Experiments were conducted in the field to test the perform-
ance of the prototype system (Fig. 6). The test field is the play-
ground in front of the Institute of Remote Sensing Application,
Chinese Academy of Sciences, Beijing, China. In order to lessen
the impacts of environmental factors, a non-windy day was se-
lected.

During experiments, four recording nodes were placed at the
corners of the playground. The playground is about 50 meters long
and 25 meters wide (Point A, B, C, and D in Fig. 5). The spatial
coordinates of the recording nodes are displayed in Table 1. The
four recording nodes were fixed at different heights on a pole (Fig. 6,
Fig. 7).

We used a loudspeaker as an artificial sound source placed at
five known positions to testify the localization accuracy of this
prototype system (Point 1, 2, 3, 4, 5 shown in Fig. 5). These 5 posi-
tions were randomly selected and surveyed with a total station and
aruler.

Table 1 The positions of recording nodes and the artificial

sound sources/m

Point X Y z
A 14.633 —25.728 1.817
B —29.609 0.830 2.817
C -14.6 25.808 3.817
D 23.986 0.029 0.874
1 —8.532 3.055 1.762
2 10.082 —0.532 0.678
3 3.280 —11.995 1.145
4 -25.192 10.486 1.988
5 23.071 —13.887 0.415

~®Recording Node —+ Artificial Sound Source

Fig. 5 Positions of recording nodes and the artificial sound sources/m

Fig. 6 The whole acoustic
localization system

Fig. 7 A recording node at work
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3.5 Results of experiments

An artificial sound source was placed at 5 different places one
after another to assess the localization performance of the prototype
system in the field. The surveyed coordinates of the artificial sound
source and the correspondent localization results calculated by the
prototype system are listed in Table 2, with our error analysis in
Table 3 and Table 4, respectively.

First, localization errors both in the X axis and the Y axis are
relatively small. The mean value of absolute localization errors is
0.51 m in the x axis, and 0.87 m in the y axis; the mean value of
relative localization errors is 3.5% in the x axis, and 11.4% in the
y axis. Since our purpose for such a system is to estimate the posi-
tions of bird species, we are satisfied with the prototype system in
its localization accuracy.

Second, compared with the x and the y axes, localization er-
rors in the z axis are relatively large. The mean value of absolute
localization errors is 4.99 m in the z axis and the mean value of
relative localization errors is 528.9%. In our experiments, the three-
dimensional localization errors mainly result from the localization

errors in the z axis, which can be drawn from the two columns:

JX'=X)? +(Y'=Y)? and /(X = X)? + (Y'=Y)? +(Z'-Z) in Table

3. The maximum of the two-dimensional localization errors

J(X'=X)*+(Y'-Y)*is only 1.97 m. Once considering the Z

axis, the maximum of the three-dimensional localization errors

\/(X '~ X)* +(Y'-Y)* +(Z'-Z)’ is increased to 5.99 m. The column
1Z'-Z]

\/(X'—X)2 +(Y-Y)’' +(Z2'-2)

in which the values are more than 90% and the maximum is 94.2%.

> in Table 4 also verifies this point,

Therefore, the location results in the z axis are unreliable. We have
to enhance the localization accuracy in the z axis to improve the
overall performance of the bioacoustic localization system.

Table 2 The true and estimated coordinates of artificial sound

sources/m
Source ID X X' Y Y' V4 zZ'
1 -8.53 —8.56 3.06 2.41 1.76 7.71
2 10.08 9.77 —0.53 —0.55 0.68 -2.97
3 3.28 3.47 —12.00 —13.18 1.15 —4.43
4 -25.19 —24.17 10.49 12.18 1.99 -3.53
5 23.07 24.05 —13.89 —14.71 0.42 -3.81

Note: X, Y, Z denotes true coordinates; X', Y', Z' denotes estimated coordinates

Table 3 Absolute localization error/m

Source ID IX'-X| Y-y 1z-7| JEX =X +(Y-Y) JX = X) +(Y-Y) +(Z2-2)
1 0.03 0.65 5.95 0.65 5.99
2 0.31 0.02 3.65 0.31 3.66
3 0.19 1.18 5.58 1.20 571
4 1.02 1.69 5.52 1.97 5.86
5 0.98 0.82 423 128 442
Max. 1.02 1.69 5.95 1.97 5.99
Min. 0.03 0.02 3.65 0.31 3.66
Mean 0.51 0.87 4.99 1.08 5.13

Table 4 Relative localization error and localization error ratio/%

. , . 77|
X-X| |Y-Y| |Z-Z |
Source ID | == - — 2 w2 B
| X | Y | Z | JX=X) + (YY) +(Z-2)
1 04 212 338.1 99.4
2 3.1 3.8 536.8 99.6
3 5.8 9.8 4852 97.8
4 4.0 16.1 2774 94.2
5 42 59  1007.1 95.7
Max. 5.8 212 1007.1 99.6
Min. 04 38 2774 94.2
Mean 35 11.4 528.9 97.3

4 ERROR ANALYSIS

Localization error is induced by errors in the input variables that
are used for locating the sound source, such as the sound velocity
in the medium, time difference of arrival (TDOA), and the coordi-
nates of recording nodes. The aim of error analysis is to estimate
localization error according to errors in the input variables. Since
bioacoustic localization is essentially a nonlinear optimization
problem, it is complex to assess error propagation with an analyti-
cal method. Therefore, we used Monte Carlo simulation method to
perform error analysis.

The Monte Carlo method is a statistical simulation algorithm.
Localization error can be estimated by simulating the bioacoustic
localization procedure in tens of thousands times with a computer. We
implemented the algorithm in MatLab (Mathworks Inc., Natick, MA).

A MINNA (Wahlberg, et al., 2001) system is an acoustic locali-

zation system that consists of the MINimum Number of receiver
Array (i.e. recording node in this paper) required to find the source
location. The smallest number of recording nodes for a three-
dimensional acoustic location system is 4. If there are more record-
ing nodes than what is needed for the MINNA solution, the system
is an ODA (OverDetermined Array) (Wahlberg, et al., 2001). In
MINNA systems the number of recording nodes is just sufficient to
localize the sound source, and there are no extra recording nodes
available to decrease the impact of errors in the input variables.
However an ODA has extra recording node to decrease the impact
of errors in the input variables through Least Square method (Wahl-
berg, et al., 2001). Therefore, an ODA usually has smaller localiza-
tion error than a MINNA, which can be clearly demonstrated in the
following sections.

Algorithm 1 Monte Carlo method-based error analysis
([L,.L,,L..] denotes the space range where the recording nodes and
the sound source should be ; “time_resolution” is the precision of
TDOA; “N” means the total number of recording nodes. All these
parameters are used to depict the characteristics of a bioacoustic
localization system.)

Step 1 Initialize. Users specify spatial range ([L,,L,,L.,]), “time_
resolution”, “N”, the total times of simulation “n_iters”, and the
threshold for empirical cumulative probability “emp cum_pro th”.
Let “iter” = 0.

Step 2 Find out true values for all input variables. Within the
cube of which the center is [0,0,0], the length is L., the width is
L, and the height is L., randomly select the position of the sound
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source, denoted by [S,,5,,5.] which are the true value for the posi-
tion of the sound source. Then randomly select the places for all
R,], i=1,2,--+, N which is the
true value for the position of the " recording node. The true value

recording nodes, denoted by [R,.R,,,
for sound velocity c is set to 340 m/s. Randomly select one record-
ing node as the reference one, then the true TDOA can be calcu-
lated out, denoted by 7, i=1,2, -+, N, i#r where r is the index of the
reference recording node.

Step 3 Find out the estimated values for all input variables. The
errors in surveying recording nodes, estimating TDOA, estimating
sound velocity are assumed as independent random variables with
their expectation equals to 0. Therefore, the estimated values for all
input variables ([R, R,;, R.;], i=1,2,*, N, ¢, 7,,,i=1,2, \N,i#7r)
can be simulated by adding some random errors to their true value.
Then the position of the sound source can be estimated, denoted by
[S..S , S.], using the simulated values of all input variables.

Step 4 Calculate localization error. Different types of acous-
tic localization error can be calculated in terms of [S,,S,.S.] and
[S,.S,,S.].

Step 5 iter = iter + 1. If iter < n_iters, go back to Step 2, other-
wise, to Step 6.

Step 6 Many instances for each type of the acoustic localization
error have been obtained. The value at which the empirical cumula-
tive probability of some kind of localization error becomes no less
than “emp_cum_pro_th” is used to indicate the magnitude of this
kind of localization error.

4.1 Error in surveying recording nodes

Error always exists in surveying. The survey error often obeys
the normal distribution (i.e. Gaussian distribution). That is, along
the /" axis of the /" recording node, the survey error obeys

N(O,(O’f/.)z), i=x,,z,j=1,2,~, N (7)
where 0 fj represents the standard deviation of the error. Suppose
that survey errors in all recording nodes are independent and identi-
cal, then

NO, (o)) i =x,y,2,j=1,2,~, N ®)

is simplified to M0, (c)*),i =x,, z. If survey errors are assumed
independent and identically distributed along three different axes,
then N(0, (G,R)z),i =x,),z is simplified to N(0, (GR)Z. Simulation
results of Algorithm 1 in Fig. 8 show how the localization error in-
creases with the error in surveying recording nodes.
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Fig. 8 The impact of survey error on location error
(a) MINNA, N =4; (b) ODA, N= 10
(Each * point denotes the simulated total location error; each ¢ point denotes
the simulated absolute location error along X axis (Y, Z are omitted because
they are the same as X). Survey error ¢* is increasing from 0.001 m to 1
m with changing step: for [0.001 m, 0.01 m], the step is 0.00 1m; for (0.01
m, 0.1 m], the step is 0.01 m; for (0.1 m, 1 m], the step is 0.1 m. Here, n_
iters is 10000; spatial range [L,,L,,L.] is [30 m, 30 m, 30 m]; sound velocity
is assumed to be 340 m/s. It is assumed that there is not TDOA estimation
error or sound velocity estimation error)

4.2 Error in estimating TDOA

Because the bioacoustic localization system is a discrete
digital system and the windowing technology is used for signal
processing. There is always estimation error between the true
TDOA and an estimated TDOA. Considering a bioacoustic locali-
zation system with an audio sampling rate denoted by sample_
rate(Hz) and window step in windowing technology denoted by
win_step, the smallest time unit which the system could represent
is win_step/sample_rate (unit: s). So the estimated TDOA must
be a multiple of the smallest time unit. However, the true TDOA
value is continuous and hence not necessary to be a multiple of
the smallest time unit. Therefore the estimation error due to time
resolution of an acoustic location system is inevitable and we call
it “inherent TDOA estimation error”. We take the smallest time
unit as the time resolution of a bioacoustic localization system,
denoted by time_resolution (s), i.e.

time_resolution=win_step | sample_rate 9)

According to the above analysis, the inherent TDOA estima-
tion error should obey uniform probability distribution as U(—time
resolution/2, time_resolution/2). Simulation results of Algorithm
1 in Fig. 9 show how the acoustic location error increases with the
time resolution of a bioacoustic localization system.

Besides the inherent TDOA estimation error, noises could
render inaccurate TDOA estimation and error in synchronization
of all the recording nodes can also contribute error in the TDOA
estimation. Obviously, the order of magnitude of the other two er-
rors is higher than that of the inherent TDOA estimation error, so
the influence of the inherent TDOA estimation can be ignored if the
other two errors exist. A normal probability distribution is used to
generally describe error in estimating TDOA, denoted by M0, (¢°)%).
Simulation results of Algorithm 1 in Fig. 10 show how the acoustic
location error increases with the error in estimating TDOA.
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Fig.9 The impact of inherent TDOA estimation error on location error
(a) MINNA, N = 4; (b) ODA, N =10
(Each * point denotes the simulated total location error. Time resolution is between 0.00001 s and 0.1 s with a varying step. For [0.00001 s, 0.0001 s], the step
is 0.00001 s; for (0.0001 s, 0.001 s], the step is 0.0001 s; for (0.001 s, 0.01 s], the step is 0.001 s; for (0.01 s, 0.1 s], the step is 0.01 s. Here, n_iters is 10000;
spatial range [L,,L,,L.] is [30 m, 30 m, 30 m]; sound velocity is assumed to be 340 m/s. It is assumed that there is not survey error or sound velocity estimation
error. It’s also assumed that besides time resolution there are no other sources for TDOA estimation error)

200 | 200
150 | 150
100 - 100 |
00 50 | .
0 001 002 003 004 005 006 007 008 0.09 0.1 0001 002 003 004 005 006 0.07 0.08 0.09 0.1

Total location error/m
[

v = = = = = = = = = L 4

0 01 02 03 04 05 06 07 08 09 1
x10°
TDOA estimation error/s

(2)

<
bl

e

0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009 0.01

Total location error/m
[E—
N O Wno

0 01 02 03 04 05 06 07 08 09 1
x107
TDOA estimation error/s

(b)

Fig. 10 The impact of TDOA estimation error on location error
(a) MINNA, N=4; (b) ODA, N=10
(Each * point denotes the simulated total location error. TDOA estimation error is between 0.00001 s and 0.1 s with a varying step. For [0.00001 s, 0.0001 s],
the step is 0.00001s; for (0.0001 s, 0.001 s], the step is 0.0001 s; for (0.001 s, 0.01 s], the step is 0.001 s; for (0.01 s, 0.1 s], the step is 0.01 s. Here, n_iters is
10000; spatial range [L,L,L.] is [30 m, 30 m, 30 m]; sound velocity is assumed to be 340 m/s. It is assumed that there is not survey error or sound velocity
estimation error)

4.3 Error in estimating sound velocity

A normal probability distribution N(0,(¢")’) is used to generally
describe error in estimating sound velocity. Simulation results of
Algorithm 1 in Fig. 11 show how the acoustic location error in-
creases with the error in estimating sound velocity.

4.4 Appropriate value for the total number of recording
nodes

The total number of recording nodes should be decided when
implementing a bioacoustic localization system. On one hand, the

more recording nodes there are, the closer to theoretical location
accuracy the acoustic location system can approach (Fig. 12). On
the other hand, more recording nodes will cost more. Therefore, a
balance should be kept between accuracy and cost when deciding
the total number of recording nodes.

Algorithm 1 provides an easy way for estimating the localiza-
tion accuracy of a bioacoustic localization system when varying the
total number of recording nodes (Fig. 12). Combined with cost situ-
ation, it is easy to decide the appropriate total number of recording
nodes.
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Fig. 12 The impact of the total number of recording nodes on location error
(Each * point denotes the simulated total location error. The total number
of recording nodes is increasing from 4 to 50 with step 1. Here, n_iters is
100; spatial range [L,, L,, L.] is [30 m, 30 m, 30 m]; survey error along any
single axis is 0.1 m; time resolution is 0.001 s; sound velocity is 340 m/s. It

is assumed that there is not sound velocity estimation error)

4.5 Reason for lower accuracy in the Z axis

From the results of the field experiment, we can see that the
location error along the Z axis is much larger than that along the X
and Y axes. Using Algorithm 1, we find that the real reason is that
relative to that in the X and Y axes, the space range along the Z axis
are too small. Seen from Fig. 13, location error could be decreased
by increasing space range along Z axis.

5 CONCLUSION

In this research, we presented a WSN-based bioacoustic lo-
calization prototype system of terrestrial animals. In outdoor ex-
periments, the system is verified to have the ability to fulfill our
requirements. In order to assess the factors influencing the localiza-
tion accuracy and their impacts, we applied Monte Carlo simula-
tion method to conduct the error analysis. Results show that the
localization accuracy decreases with increasing errors in surveying
recording nodes, estimating TDOA and sound velocity. The locali-
zation accuracy could be enhanced by increasing the number of

1.4

(=) (=) —_ —_
N [ (=] o
- - T

Location error/m

<
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02" e S & g

1 5 10 15 20 25 30
Space range along Z axis / m
Fig. 13 The impact of space range along Z axis on location error

(Each * point denotes absolute location error along X axis, each o point
denotes absolute location error along Y axis and the curve denotes absolute
location error along Z axis. Space range along Z axis is between 1 m and 70
m with step 5 m. Here, space range along both X axis and Y axis is kept 30
m. The survey error along any single axis is 0.01 m. TDOA estimation error
and sound velocity estimation error are not considered here. The sound
velocity is assumed to be 340 m/s. n_iters is 10000)

recording nodes.

The prototype system is the beginning step from where we will
continue to develop smarter localization systems for terrestrial ani-
mals. Wireless Sensor Network will demonstrate its powerful abil-
ity in biological monitoring since it totally changes the way people
interacting with the physical world. Modules of self-survey, sound
velocity estimation and bioacoustic recognition will be added into
our system in future.

Acknowledgements: Thanks Yang Xirong in State Key Labo-
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research.
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