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Abstract: The image classification is a key step for remote sensing data transforming into practical information and
knowledge, which has always been the core problem in the remote sensing field. The limitations in traditional spectral
classification method otherwise promotes the theory development on the spatial-spectral coupled information cognition of
remote sensing, which focuses more on the spatial relationship. However, the current classification revision methods have
configured the spatial forms and relationship while, going further, but there still exist some deficiencies in spatial distribution
theorem about quantitative description, objects’ actual distribution, and so on. Thus, the paper proposes a spatial-adjacency-
supported classification revision method inclusive of reference object extraction, target object pixels searching and reference
adjacent objects distinguishing which detailed steps are: (1) marking the objects out and getting their distribution rangepicking
up the other objects in the range, (2) selecting them as the target object, picking out the unavailable target object in the range and
selecting them as a certain objectwhich also provides a convenient and effective way for stepwise and accurate extraction of
other objects subsequently. We also carried out an experiment on offshore area classification revision, and the result proved to
be more accurate and reasonable.
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1 INTRODUCTION

Classification is always an important and difficult point in the
field of remote sensing, and also the key step to transfer remote
sensing technology into practical application. The previous
dominant classification methods which mainly depended on
image spectal information have the shortages: the deficiencies of
spectral confusion and limited information. With the develop-
ment of high resolution remote sensing, the shortages of the
methods are becoming more and more obvious. Therefore,
cognition theory of spatial-spectral coupled information on remote
sensing wins extensive concern and application.

Remote sensing data possesses both spatial and spectral
features essentially: firstly, the image which represents spatial
information, gives us the intuitive visual sensation, and
generally reflects objects’ spatial distribution; secondly, the
spectrum which reflects objects’ formation mechanism quanti-
tatively and becomes basic quantitative feature to express
objects in image. Accordingly, the cognition theory of spatial-
spectral coupled information on remote sensing organically
integrates meticulous radiant spectral feature and spatial distri-
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bution feature and represents the actual ground cover from
different aspects true and comprehensively (Luo, et al, 2009b).
Spatial information such as shape and texture have been
introduced in many researches which can got better results and
be called the preliminary practice of spatial-spectral coupled
information. However, the method only by using basic spatial
information is still inadequate for the classification of high
resolution on the mixed ground cover, such as city and offshore
area and can not meet the request of practical application.
Spatial relationship is thereby adopted by some researchers to
amend the image classification results: Wu, et al. (2006) used
distance relationship to amend the classification results of
coastal zone; Zhao, et al. (2003) used spatial relationship to
structure two bands for classification; Cai, et al. (2006) used
polygon adjacent relationship and DEM to amend the initial
classification result of wetland, grassland, farmland (Bian, et al.,
2009; Chen, et al., 2004; Di, et al., 2000; Soe, 2008). Although
all kinds of methods mentioned above have partly reduced the
misclassification by only using spectral data on spectral hetero-
geneity within the same class and the homogeneity between
different classes, they could not recognize the actual geographic
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distribution of ground cover. In this paper, we propose a remote
sensing image classification method on the basic of spatial
adjacency and the cognition theory of spatial-spectral coupled
information, which is proved accurate and effective by
experiment on offshore ground cover classification.

2 CLASSIFICATION SUPPORTED BY SPATIAL
ADJACENCY

21 Classification principle supported by spatial
adjacency

The first law of geography is spatial adjacency, that is,
everything is related with each other, and the closer of things in
spatial distance, the stronger of their relationships (Miller, 2004;
Tobler, 1970). Spatial adjacency is a concrete expression of it.
As is known to all, many natural objects exist correlated, such
as the adjacent relationship between beach and sea, wetland and
water. Accordingly, if one object is determined, it can be the
reference object to infer the other related target object. In this
paper we only discuss the target and reference objects which
are significantly related, searched and labeled to determine the
distribution of other objects and make some revision. This is a
revision on large scale based on the cognition theory of
spatial-spectral coupled information, which adopted spatial
adjacency to do revision based on rough classification result by
using spectral information, and its flow chart is shown in Fig.1.
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Fig. | Flow chart of classification supported by spatial adjacency

Firstly, this algorithm extracts reference object from the
original remote sensing image to gain an image only bearing
reference objects; secondly, masks the reference object to
obtain the partial of image exclusive of the reference object and
proceed the supervised classification on the partial image;

thirdly, combines the supervised classification result and the
reference object image to achieve a whole rough classification
result; forthly, uses spatial adjacency to search target object to
determine its distribution on the basis of rough classification;
lastly, infers the other objects’ distribution and make some
necessary revision to obtain a more factual and accurate
classification result.

2.2 High precision reference object extraction

Reference object is supposed to possess the unique spectral
features, such as concentrated distribution and easy extraction,
for example, water body. As the prior knowledge, its accuracy
determines subsequent amendment degree, so its high precision
extraction is required.

According to its features, the reference object is always
extracted by means of single-band threshold, band difference/
ratio. At the meantime, index method, which is the nearly
developed and widely adopted ones, is also feasible. However,
only index is not enough to get object’s distribution boundary
precisely that we adopt a multi-level thematic information
extraction model based on index to extract reference object,
which adds in hierarchical classification on the basement of
index, by using spatial stepwise approach to pursue reference
object’s distribution.
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Fig.2 High-precision extraction model of reference object

The model firstly does index computing in original image to
get the quantitative enhancement of reference object on the
whole scale; secondly, do segmentation in the index image to
get the preliminary separation of reference object and
background information, and then automatically selects
samples of the two in the segmentation image, adds more image
bands for the classification with classifier to get reference
object extraction on whole-scale; thirdly, on the basis of
whole-scale reference object extraction, searches for local-scale
distribution of each reference object unit, pursue the buffering
operation on them to get each reference object area for
local-scale information extraction; lastly, repeats the procedure
of segmentation and classification iteratively within each local
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area to realize the accurate approach of reference object
extraction step by step. (Luo, et al., 2009a).

2.3  Classification revision supported by spatial
adjacency

In the part of rough classification image, each object has
attribute values of, its own which is the gist for the proposed
method to search, differentiate objects and realize the revision
through changing the value. This method is operated on the
pixel level, and the major processes are as follows.

Step 1 Reference object searching: traverse rough classifica-
tion image and search image pixels of reference object by its
attribute value O. Meanwhile remove those beyond the set
threshold of size or distance if necessary to avoid noise
disturbance and ensure the accuracy at the beginning.

Step 2 Reference objects refining: if necessary, pursue
revision supported by adjacency on found reference object,
assign attribute value O to the misclassification pixels which
confuse with target object, and revise them into reference object
to assure the adjacent relationship between the reference object
and the target object.

Step 3 Target object searching and labeling: start from
refined reference object, according to attribute value T of target
object, search target object pixels which are adjacent to
reference object in eight-neighborhood way, label them with
TRUE while those are not unlabeled.

Step 4 Misclassification revision of confused objects:
within the target area labeled TRUE, search the confused

objects inside it, and assign attribute value T to them,

Step 5 Misclassification revision of target object: search
unlabeled target object pixels by attribution value 7, that is the
misclassification, and assign their attribute values to real
geographic objects accordingly.

3 EXPERIMENT ON OFFSHORE AREA CLASSI-
FICATION

3.1 Experiment on simple offshore area classification

The experiment is done at a domestic offshore area, which is
a stretch of 10 km’ areas extending 1.5 km towards inner-land
and seawater, respectively. The adopted remote sensing image
is a formosat-2 satellite image of this area captured in summer,
with multi-spectral bands and 8 m resolution (shown in Fig.3
(a)). This area is a typical transition zone from seawater to
inner-land, having some mutual and easily confused objects,
such as water-land alternative zone, beach, road and building in
urban area, which leads to many misclassifications using
traditional spectral classification. However, spatial information
represents significantly here: there are close adjacent and
hierarchical relationships among objects, and confused objects
have similar spectrum but different distribution, such as sea,
water-land alternative zone and beach are adjacent to each other,
beach only exists in offshore area. Thus, spectral classification
supported by spatial adjacent, that is “spatial- spectral coupled
information” classification method is quite necessary and
effective here.

,:l Poeach
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- Consfruction land
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Fig.3 Process diagram of simple offshore area classification supported by spatial adjacency
(a) Original image; (b) Water extraction; (c) Rough classification result; (d) Separation of pool from sea; (¢) Revision in intertidal zone; (f) Construction land
revision inside beach; (g) Beach revision inside construction land
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3.1.1 Reference object extraction and Pre-classification

With the features of reference object, sea is selected as the
reference object in this case, and then it should be extracted
precisely. According to the high-precision thematic object
extraction model mentioned above, here normalized difference
water index (NDWI) (Xu, 2005) is adopted to compute water
index. The equation is as follows.
GREEN - NIR
GREEN + NIR
After water has already been extracted precisely (shown in

NDW1=

Fig.3 (b)), use it as a mask to do maximum likelihood
classification for the rest of the image and get initial rough
classification image (shown in Fig.3 (c)). Since the algorithm is
to amend the misclassification in the whole scale, the clas-
sification system adopted here only contains water body, beach,
vegetation and construction land (mainly road and building)
four categories without more detailed categories. It is shown
that there is a lot of obviously unreasonable construction land
mixed with beach and vice versa in the rough classification
image. Besides, water-land alternative zone is also severely
confused with construction land. So, classification only by
spectral features contradicts spatial distribution of real ground
COVer.
3.1.2  Classification supported by spatial adjacency

The water extraction result contains both sea and pool. Only
the former is retained as reference object by water pixel
searching and area threshold setting for beach is adjacent to sea
only. In order to avoid disturbance, pool is set as a new
classification to be distinguished from sea (shown in Fig.3 (d)).
To ensure the adjacent relationship of sea and beach, merge
water-land alternative zone into sea to prepare for the
subsequent process (shown in Fig.3 (e)). Then, starting from the
merged sea, search out and mark beach pixels which adjacent to
sea, and leave those not adjacent unmarked. Find out the
construction land pixels inside beach area, and revise them into
beach class (shown in Fig.3 (f)). lastly, search unlabeled beach
pixels and revise them into construction land class. Until now,
the classification revision has finished, and the final classi-
fication result is shown in Fig.3 (g).
3.1.3  Accuracy Analysis

Because the research area is small, we only select 256

sample points randomly by using ERDAS9.2 accuracy test
instrument. Moreover, for all different types of ground cover in
the region, selecting the same number of sample points for each
type is more rational since the distribution range of each class
differs greatly. Table 1 shows the error matrices of both original
rough classification and classification supported by spatial
adjacency.

The indicators shown in Table 1 imply that, in the original
classification, the extraction accuracy of sea is good. But there
are many confused construction land pixels among beach
classification, and some beach pixels are misclassified into
construction land. Besides, the reason why those sea pixels are
misclassified into construction land are mainly due to the
confusion of water-land alternative zone and construction land.
All of these make the overall low accuracy of original
classification, with a precision of 76.56%. After revising
supported by spatial adjacency, the accuracy of beach has been
significantly increased. Its pixels are classified correctly and
differentiated from construction land except for some inherent
misclassification. The misclassified construction land pixels
inside beach are revised, water-land alternative zone are merged
into sea, and the misclassified beach pixels inside construction
land are also revised, making the overall accuracy up to
93.36%.

3.2 Complex experiment

To prove effectiveness and universality of the method, we
also select a multi-spectral bands image of Quickbird of another
coastal area, with a range of 380 mx450 m. The objects adja-
cent to sea contain not only beach but also vegetation.
Moreover, there are shadows existing in construction land area.
Both of them make this area a complex offshore area, and the
diagrams of experiment on this area are shown in Fig.4.

3.2.1 Classification supported by spatial adjacency

Firstly, we still select the model of water index to extract
water as the reference object. Because of the high resolution
and the effects of illumination, the shadow of buildings is
obvious and has the similar spectrum with the sea, so it is also
extracted as the reference object together with sea (shown in
Fig.4 (b)). After that, find the largest water area unit, and
separate the shadow from sea by the distance to it (shown in

Table 1 Confusion matrix of simple offshore area classification results

Class Maximum likelihood method Total acc}x{;:' 1% Classification supported by spatial adjacency Total acc}xjr::; 1%
Sea  Beach Vegetation Conii;g:lion Sea Beach  Vegetation ConT;x;ludction
Sea 62 0 1 1 64 96.88 62 0 1 1 64 96.88
Beach 0 42 0 22 64 65.63 0 62 0 2 64 96.88
Vegetation 0 1 59 4 64 92.19 0 1 59 4 64 92.19
Comstruction 5 5 3 64 5156 2 1 5 56 64 875
Total 64 67 65 60 256 64 64 65 63 256
Product accuracy/% 96.88  62.69 90.77 55 96.88  96.88 90.77 88.88
Overall accuracy/% 76.56 93.36
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Fig. 4 Process diagram of compiex offshore area classification supported by spatial adjacency
(a) Original image: () Water extraction; (c) Rough classification result; (d) Separation of shadow from water body; (e) Revision in intertidal zone; (f) Construction land
revision inside beach; (g) Beach revision inside construction land

Fig.4 (d)). In addition, pixels are misclassified as construction
land within water-land alternative zone, which should belong to
beach actually. Therefore, we can use the adjacency to sea to
revise them (shown in Fig.4 (e)). By now, we can also use
spatial adjacency to revise construction land inside beach and
beach inside construction land (shown in Fig.4 (f) (g)).

In this case, we have already identified sea water as the
reference object, and searched the beach region according to it
without any adjacent vegetation. Therefore, the mixed vegeta-
tion or other untargeted objects in water-land alternative zone
will not interfere the revision effectiveness. However, this
method is not suitable for those cases that construction land is
adjacent to sea, which will lead to some wrong revisions in this
way.

3.2.2  Accuracy analysis

The accuracy analysis method adopted here is the same as
the one mentioned above. We select 260 random samples which
distribute equally in each kind of ground. The error matrix of
classification results are shown in Table 2.

The Table 2 shows that, this method could get rid of the
interference of untargeted objects like vegetation, can use the
distance to sea to distinguish the shadow from the sea area,
which is really hard in maximum likelihood method. Thus, the
overall accuracy of classification is increased greatly, from 65%
to 95.38%, and the each confused classification is properly
revised.

It must be pointed out that, the algorithm is to revise the
target objects which have the spatial adjacent relationship on
the basis of spectral rough classification, exclusive of the other
objects standstill. For example, we only revise beach and
construction land in this case, without sea water, vegetation and
shadow. Besides, spectral confusion without spatial relationship
in original classification could not be removed, which needs to
develop algorithms to increase the accuracy of original classi-
fication. The revision of construction land within beach area
uses the inclusion relation ship, but the misclassification due to
the adjacency not the inclusion can not be eliminated, and

Table 2 Confusion Matrix of Complex Offshore Area Classification Result

Class Maximum likelihood method Total aoculiasz; % Classification supported by spatial adjacency Total acct?msz 1%
Sea Shadow Beach Vegetation C°“f;§‘i°“ Sea Shadow Beach Vegetation C"“f;“dc‘m“
Sea 50 0 1 0 1 52 915 50 0 1 0 1 52 96.15
Shadow 51 0 0 0 1 52 0 | 0 0 1 52 98.08
Beach 1 0 39 0 12 52 75 1 0 50 0 1 52 96.15
Vegetation 1 0 0 48 3 52 9231 1 0 0 48 3 52 9231
C°“f:n‘ij°“'°“ 0 0 18 2 k) 2 6154 0 0 3 2 4 52 90.38
Total 103 0 58 50 49 260 52 sl 54 50 53 260
mp‘u;'::;‘% 4854 0 614 9% 6531 9%.15 100 9259 9% 88.68
Overall accuracy/% 65 9538
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needs some more comprehensive algorithm to revise. After the
revision process of the algorithm, sea, shadow and beach could
be the prior knowledge to guide the subsequent meticulous
classification of vegetation and construction land. Furthermore,
it is also significant in the following research of spatial
relationships in small-scale accurate classification.

4 CONCLUSION AND PROSPECT

The algorithm proposed in this paper comprehensively
utilizes spatial-spectral coupled information, does revision by
using spatial adjacent relationship on the basis of spectral rough
classification, to eliminate the inevitable confusion because of
only using spectral information. This algorithm has clearly and
simply represented the spatial relationships among the objects,
which are more accordant with their real distributions. It
operates on pixel level, which is able to search original
distribution of object more comprehensively, and avoids the
adverse effects due to the complex segmentation method and
parameter selection in object oriented handling. This algorithm
adopts index based on the multi-level model to extract
reference object, whose high precision ensures the significance
and accuracy of subsequent revision. Generally speaking, the
algorithm is suitable for the classification of high resolution
multi-spectral image, but there are still some limitations: (1)
high precision of reference object is required. Otherwise, the
amplifying accumulated error will occur; (2) much dependency
on initial classification is demanded, otherwise, subsequent
revision meaningless appears; (3) the revision to objects with
inclusion relations is proceeded, otherwise, leave them standstill,
which some potential error may exist. All the limitations
mentioned above will be studied in the future.

Unlike traditional classification methods, the algorithm uses
the prior knowledge (refer to identified reference objects in the
paper) to infer the closely related objects step by step rather
than directly separates all of them at one time. It provides an
accurate process for classification, which is an easy-to-hard
gradually controlled process and complys with the judgment
habits of human vision. In the future, more diverse and accurate
spatial relationship will be considered to explore its application
in fine classification in small-scale for higher the accuracy.
Moreover, the algorithm can also be adopted for the object

oriented classification revision, and can extend to applications
in agriculture land classification, building extraction in urban
area.
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MR T REBE, BESBARLEREE
RETRTRMEME O, HIFFNEMEMY), IR,
HREEH Y5 B b SRR R

() Bt R SRE: MBIER AR
Yk, REBREBEMEE T, UASEFRBE
SEERYSENERBYBT, HEHFCH
TRUE, AHIZREY BARBBITUA TFIRE;

(4) BBELBIE: HFI0N TRUE B HRBREKX
Hrh, BEREPESHEMBERYE, BREBEXR
TURF BAREBHEE T LEBIE;

(5) BRERSBIE: KERBEMHE T BRRK
#ich TRUE i BR80T, BIAIESEHE Y B
XA K BRI B R T 48 0 SE R it
K BIEEBI AT ERARBIE,

3 Rl R

31 HRIEENHRE
AR (X (] P 5 30T T e 0 S L A 3 o

BB 1.5km A£4, R 10 km’ R, KK ATH
REREERAEEN BB - SER(E 3 (2),
KRZHIER B, 5PN 8 mo % XI5k MK a1 i
W RBIE BT EW, GHEE-HXE. HIREN
WY, WKEESEH . Y-Sk A B
BRYE, AN LT XN AT
LIRS, R, EREEATFASHAER
ERENDE: HYRGFEEEENBESRRE
R, BEYEGERLESRMAERR, WK,
KK EH SV MR, WAL TIESET
X%, ik, ZRAEXREMHESEK, B
“EEREHAR T ENNAERR T VERR
B

311 EEMGERSMS%

TR BT TR B v ) RO R, A B B K
A Y, R RE A TERARR,
PRI IR A B RS BT SR B I, FE SO S X KR
BB R A — bk ik 48 B0 (NDWI(#R R #K
2005), HARKT:

NDWI = GREEN - NIR

GREEN + NIR
X #1, GREEN X & B, NIR [CR BN B %
KRS AR B 5 (B 3(b)), KK IR RV A

(e) )

(g

B3 2R RBESCRE T BT SR T 0 - KB IE L AR
@ RHEER (b) KRR (o HEMER, () BEAEDE: KMREHBIE, (H DRXEAMBE: o) BRUXURLE
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KRR RRARERMURERTEESE, B
FRRZEN —ERES KB 3(). ZEER
LRERREBE, RERANIRERNGET
KUK 0T A SRR (R N T B A U4
MRE, MAEHS. ATLEH, YKhRAA Mz
KR, WA PR T KRB M M5,
XEAEASHEE; WA, KEER T 5REH
M AAEEMIRE, Wi, (UKL
RGLRPH SR EFERREA,

312 ZTEHSEZHTHIE

IR SR B P K 5K S HR IR BUE Sk, v
WAL 5K AHSR, B, Ead KGR RER
BUE B E, (UOR B KIE RV M R A e,
TA K BB A A 37 1) — et X 30 FF 3 (B 3(d))» o
RIBKSUMEMBERXRR, Bk THIHH 2
KB LMEFREAHE 3E). RF, HBBEHE
KR, ¥ 508K B8 MEIAZ T R Bk
i, AN REBITATFIRIC, BERE
VDR X P 4 R 50T, BB IEAY
MK 3(h). |a, WERMFICHIPRERBL,
FREBIENRERE, NTEREARSEBEET
B, BEBEARSELERE 3).

313 RBESWHEITE

EM R X EEE /D, #H ERDASI.2 HIHEER
B THRMHLER 256 Mk, XHZX&mRE
HUEERER, MEREFAFRLE WAL
PRAER IS A A 200, STO IR/ 2 25 [0 4R 3 X+
TR RERBITRETS, BRMNSIREEE
gRmE 1,

H AR VRAE 45 R A TR AR T LUE ), wIdRM
A, WKMBBUEERL, BT EEIFE
RSB, AR B E A
#; WKHRSRERS MG T, FEEFEKK
REW SRR EERN, NiFEMRS
R BEFANEEBEAR, K 76.56%, 275 [14FHE
XRBIER, WRNAEKEERIEERS, B

WEARS, HEHASBOHERIEZE, 53
R X I I X Ay TP ok, HREMISE
RUBBIE; KB EHHEHFREKS, HET
SR A P RV MR S, DT A RN A5 E
BERER, 53 93.36%.
3.2 RFAGREMEHRR

N T RAEA ST A &, B
TH XK Quickbird ZIIEHBHITIRE,
R X6 E 290 380mx 450m, ZHF 5 X 5 AHAR
REANADHE, BAREHEE, KIABRYXE
FEERE, WHRARNEERYT . FHAARTH
WXz X AR T R A 4,
321 ZEPEIFTHIE

HE, TR AET KA R BOG K 1E
NEAEmY ., NRSPEZRUREBHEER, &
RO BHAZ R AR E, BAXSEAYLIEH
UL, TRHE 5 K — [P 2R o g SR B ke (B
4(b))o Xt i, BEECHE AR B KK SRAR A K, Ead
5B M BSR4 (B 4(d)). Mo, 1
B AC B Ab IR 4 A B R B 4, SEPrsb ) &
VR, HHAFSEHSEXREHEER
4(e))o ZUM, ERIFIF5H MR X RN MR H
BRY UK BRI X MRS HTBIE®E 4HFf
Bl 4(2)o

Afld, ERETEBKX—EAEMYER, 46
HERWEE, M52 BEMHEBERNATERS
AbE, AT, KBRS B AN TR 2 WA B (B AR IE B
PRI IO A T HEHBERRALT 4T, R,
AHFEAERATREAYX 5SHEENER, B8R
—FREIE,
322 BESHEE

ABEAT KRB B A R AT B, ZEE 260 MFE
VL, BELHB&E, BRI RREESS
Bk 2,

®1 FRUABNMESRERREER

BAMARLSE . SR BBEXRFTHSE .
e 3l e ) it RPWE% 5k OB ER RERA B APNE%
ok 62 0 1 1 64 96.88 62 0 1 1 64 96.88
Wik 0 42 0 22 64 65.63 0 62 0 2 64 96.88
g 0 1 59 4 64 92.19 1 59 4 64 92.19
WER 2 24 5 33 64 51.56 2 1 5 56 64 87.5
Hit 64 67 65 60 256 64 64 65 63 256

HEREI% 9688  62.69  90.77

55

96.88  96.88  90.77 88.88

BEEI%

76.56

93.36
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(d)

B s
B v

(9]

F 4 ZE4BLFTMIRRIEmT 22X IER
() I, 0) KIEIREL (o) FEMER; () KSRENSE; ) KEXEHBIL, (D YRKEBERYBLE; g ENYXUHREE

®2 RPEEGSHESRERRERER

x5 RIS Bit APRE% ERGRLETHAR Bt APEE%
Bk BE D% EE @Rt BK BE UM M HEH#

;%4 50 0 1 0 1 52 96.15 50 0 1 0 1 52 96.15
Mg 51 0 0 0 1 52 0 0o 5l 0 0 1 52 98.08
i3 1 0 39 0 12 52 75 1 0 50 0 1 52 96.15
M 1 0 0 48 3 52 92.31 1 0 0 48 3 52 92.31
WEMA® 0 0 18 2 32 52 61.54 0 0 3 2 47 52 90.38
Bit 103 0 58 50 49 260 52 51 54 50 53 260

HEFEREREI% 4854 0 67.24 96 65.31 96.15 100 9259 96 88.68

MR % 65 95.38

MERRTUES, BBRABERZHES  RURERERMRA, BSEExHE . REMA
EEHRG TR, AORBEBKOTEERL  ORESE, FTHE— SRR EN KRN
BAEEEK A NEKSHER TR, NiiSs SHAXER RBEEAHMEOEEERML %,
MR MG EAE TRART, N 65%i2E '

5] 95.38%, K IREHA MBI TREFNBE, 4 HFwrhH5RH

TR ARRE, AXERNEELER > K E
fifl £, XFTEZ EPERRH BRI #TEE, ANEEGEERT BREERERE, &

AR S M 4E R FOR, RBIE. MU RIS 2R b, AR RSEXRE—
M A AT T IE, WXk, M EBEN  SBE, HERTREGEE R AT RENIRE.
R, o, MWBRDRPARESERRY KEEEN . ERREL TR RS HXR,
HERBUIIEHEE, RERARRRSNHOL EFGHUOLEM. Kb, £RTH E#TL
REMRE MUORKREARKRSBEMNRN B SELELEIBYHERSAIEE; BET
REEMFEHEE LR, N THPEREETHE HRELBFHIEFEMBSREBEREREREN
ERTEREHE, FRE-SRXRENLEMNE  EROEBR, WA, RAETRENEZRKERE
o MBHARBESRE, R K, B BEIEEDY, SHEEER, FmAREET
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JREBIENEXHEE, ZEEERTREER
R R R, K OFEUT LT mREEHE
H— BRI ()WY EEERE,
BN, RBUREHEKX, QX B KBOR AR
HRK, WA RERREEBELERMBGER L
QEBRBYER NG S M HBHTBE, X
EALSHRASYNRFBE, FE—EHNEBE
®RE,

AR TFHEAENERDE, ZEERR KM
R BA s 53 ok, TR AR 4% B 3 A 2 o b g o
BT SHARESEXRRNO Y, BAAERDIR
RIFFREHYIOF %, TRETH, HE%
BYRARB K, ZABRE-THSEE. &
AER . FRRRREE, HEFE AR
AR, R SR RELE., R
EEKXARMBA, FREAEDREEAIL TR
REF, DA BT 2B AR ENRREES L, %
RRELBERE, ERTFRESLBE,; ENA
U, ATHES R B R A2 TR
PRI EITH
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