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Multi-exponential model based bias field
correction of SAR sea ice image
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Abstract:

The paper proposes a novel algorithm of SAR sea ice image incidence angle bias field correction using

multi-exponential model. In the algorithm, the image mean values along SAR azimuth direction are firstly calculated. Then an
one-dimensional correction field is modeled by a multi-exponential model. Whereafter, the one-dimensional correction field is
calculated by applying entropy minimization method. After that the original image is corrected by the two-dimensional
correction field derived from the one-dimensional correction field. The experiment result indicates that the proposed algorithm is
effective in correcting SAR sea ice image’s incidence angle bias field. Besides, the proposed algorithm has better correction
result than Karvonen’s method without the incidence angle information of the pixels.

Key words:

CLC number: TP751.1/TP721.1

multi-exponential model, entropy minimization, incidence angle bias field correction, SAR, sea ice
Document code:

A

Citation format: Lang W H,Wang J S, Yang X Z and Wang'G Z. 2011. Multi-exponential model based bias field correction of SAR sea ice
image. Journal of Remote Sensing, 15(1): 163—172

1 INTRODUCTION

SAR is an active microwave imaging sensor with
all-weather, all-time and high-resolution imaging capability. It
furnishes an efficient imaging tool to sea ice monitoring both in
scientific and operational activities such as climatic research
and ship navigation. At some units such as Canadian Ice
Service (CIS) and Finnish Ice Service (FIS), a large amount of
SAR images have been captured every day and post processed
by ice interpreters to produce ice charts for their users. The
huge amount of data of SAR images take a lot of time on the
current manual labeling processing just for the results with
limited accuracy and resolution (Yang & Clausi, 2007).
Automated interpretation of SAR sea ice images is therefore
highly desired to assist the ice analysts for a better interpret-
tation of sea ice images.

The backscattering coefficient of object is changed due to
the variation of incidence angle of SAR electromagnetic wave
beam, which causes the intensity inhomogeneity along SAR
range direction in SAR sea ice image. That is the bias field
existing in the image produced serious influence on the
accurate segmentation of SAR sea ice image (Karvonen, et al,
2005; Clausi & Deng, 2005; Maillard, et al., 2005; Yu, et al,
2006). In Helsinki University of Technology (HUT) of Finland
and Finnish Institute of Marine Research (FIMR), Mikynen, et
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al. (2002) studied the incidence angle dependence of the Baltic
sea ice image acquired by Radarsat-1 and Helsinki University
of Technology Scatterometer (HUTSCAT). They fitted the
mean backscattering coefficients by linear decline line for level
ice, deformed ice, brash ice, etc., under different conditions and
calculated the slopes of the each recession line. Besides, they
normalized these SAR sea ice images to a fixed angle so as to
achieve an approximately correction for them. After that,
Karvonen (2002) developed an iterative incidence angle norma-
lization algorithm for sea ice SAR image by utilizing these
slopes. The algorithm combines the initialization phase and
iteration steps. It has to find an ideal initial threshold during the
initialization phase. The question of an optimal initial threshold
is, however, still open and under research. Both of the two
normalization methods mentioned above for incidence angle
bias field correction need pixels’ incidence angle information
calculated by manual calculation. Whereas, the incidence angle
data calculated by manual calculation is not precise.

In this paper, a novel algorithm of Radarsat-1 sea ice image
incidence angle bias field correction using a multi-exponentjal
model is presented. It firstly calculates the mean value of image
pixels along SAR azimuth direction, and models the
one-dimensional correction field using a multi-exponential
model and then calculates the field by applying entropy
minimization method. Finally, it corrects the original image by
the two-dimensional correction field which is derived from the
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one-dimensional correction field. The experiment result indicates
the effectiveness of our algorithm in correcting incidence angle
bias field of Radarsat-1 sea ice image. Our algorithm has better
correction effect than Karvonen’s method and it does not need
the incidence angle data of the image pixels.

2 BIAS FIELD CORRECTION

2.1 Correction strategy

At FIMR, the mean backscattering coefficient ¢° of
Radarsat-1 sea ice image in decibel scale was calculated by
Eq. (1) (Karvonen, 2004):
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where p is eight-bit pixel value (0,--+,255); 6 is the incidence
angle along SAR range direction.

Mikynen et al. (2002) has pointed out that there is a linear
regression relationship between o°and 6 Let —kg(ko>0)
indicates slope and ¢ denotes intercept. So we have Eq.(3).
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From Eq. (2) and Eq. (3) we get
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Set ¢'=log; 049(0.026x107'%), k'0=f—8 108 04010, now Eq. (4) is
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where ¢’ and k; are constants.

The value range of Radarsat-1 incidence angle &is [20°,49°]
in ScanSAR mode. In this range, sin€is a monotonic increasing
function and —log g4e8inf is a monotonic decreasing logari-
thmic function. Therefore, when 65[20°,49°], the pixel
amplitude of the same class of sea ice is a summation of a
monotonic decreasing line and a monotonic decreasing
logarithmic curve. It also means that, P is a monotonic dec-
reasing curve with logarithmic decrement. Thus the incidence
angle bias field of Radarsat-1 sea ice image shows a logari-
thmic decay along SAR range direction. The pixel intensity
decreasing factor differs from different kind of ice. Therefore,
the correction field in sea ice image can be fitted by a
multi-exponential model because exponential function and
logarithmic function are inverse functions and they have the
same mathematical intension. In order to correct the bias field
of Radarsat-1 sea ice image effectively, we introduce Likar, et
al’s (2001) entropy minimization method to optimize the
correction field by multi-exponential model.

2.2 Correction algorithm

Let v(x,y) denotes the acquired SAR sea ice image and let
u(x,y) denotes the “true” SAR image of object. The two images
are related as:

VOxY)=fu(xy)) or u(ey)=f " (vxy)) ®)
where f denotes image degradation model that introduces an
incidence angle dependent intensity degradation to the true
SAR image and f ~* represents the inverse of degradation model.

The image degradation model f is a general linear model
consists of a multiplicative m(x,y) and an additive n(x,y)
intensity degradation factor:

v(x,y)=u(x,y) m(x,y)+ nx.y) Q)
where the additive degradation factor n(x,y) is statistically
independent noise component and we ignored it in our
algorithm because our goal is just to correct the incidence angle
dependent intensity decrease along SAR range direction.
Therefore, our image degradation model is:

v(x,y)= ulx,y) m(x.y) (8)

The estimation (x, y) of the true image u(x,y) is obtained by
the inverse of the degradation model:

i(x,y) = V0, YA (5,9) ©)

where 7'(x,y) is a two-dimensional multiplicative correc-

tion factor

w (x, y)

= 10
m(x,y) 10

It must be noticed that the intensity decrease by incidence
angle variation in SAR image only appears along SAR range
direction. Therefore, we firstly calculate the mean value v(y)

of the image along SAR azimuth direction:

) =— Y v(xy) an

y xeQ
where x denotes SAR azimuth direction coordinate and y
denotes the range direction coordinate; € is the correction
domain in SAR sea ice image, which contains ice data but does
not contain the background data (such as land and open water
areas); N, is total number of sea ice pixels of the image’s
column y. Then the one-dimensional multiplicative correction

component ml y) is modeled by multi-exponential model:

K
()= bis;(») (12)

i=1
where b; are parameters to be optimized, they determines the
size of nTl( ¥) ; K is the number of exponential terms; s{y) are
smoothly basis functions consist of exponential terms:
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where B is the base of exponential function; ; are parameters to
be optimized, the reciprocal of their absolute values indicates
the decay time (when g; are negative) or rise time (when a; are
positive) of exponential terms; ¢; and d; are neutralization
constants and normalization constants, respectively. A detailed
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description of the derivation of the constants ¢; and d; is given

in next section. Next, the entropy I of the mean v(y)m ' (y)

after correction is calculated as:
==Y p(n)log p(n) (14)
n

where p(n) is the probability that a point in v{( y)rh_l( y) has
value n. The entropy [ is nonnegative; [ takes on its maximum
value when p(n) obeys uniform distribution and takes lower
value when p(n) converged on some few points. Then the
parameters a; and b; are optimized by Powell’s multi-
dimensional directional set method and Brent’s one-dimen-
sional optimization algorithm (Press, et al.,1992) as:

{ag,b,) =arg{rm;n}{1my>rh“(y)1} (15)

The optimal one-dimensional correction factor 1(y) is
calculated from the optimal parameters a, and b,

The optimal corrected image ﬁ;l(x, y) is obtained by
multiplying the original image v(x;y) and the optimal

two-dimensional correction component rhgl(x, y), Where
iy (x,y) is derived from #;"'(y) and each row of 7' (x,)

is the same as rh;l(y) .

2.3 Parameters derivation

To neutralize the global transformation effect of the

correction component r?z'l( y) with respect to the mean value
v(y) , we introduce the mean-preserving condition as:
1 _ 1 e
— Y V) =— 2 IO () (16)
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where N = Zl, N is the amount of pixels belong to the
yeQ

correction field Q in v(y). The condition ensures the mean

intensity of Vv(y) after correction and before correction
remains equal. From Eq. (12) and Eq. (16) we obtain Eq.(17).
K
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Let s,(y)=1 denotes the neutral term of multiplicative
component; when i=2,3,--K, from Eq. (13) and Eq.(17) we
obtain Eq.(18).
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that have nontrivial solution when b#0 and d#0, now
i=2,3,-+-,K and we have Eq.(21).
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which yields Eq.(22).
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We further normalize the parameters so that the equal
change of any parameter will produce intensity transformation
of the same order as follows.

1 _
— > s =1 (23)
N yeQ
We solve Eq. (13) by using Eq. (23) and obtain Eq.(24).

1 _ .
4= T FONBY ~c)| (24)
yeQ
The derivation of parameters ¢; and d; is completed.

2.4 Implementation details

In summary, the flow chart of our algorithm is shown in

Fig. 1.
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l

ufx, »)

F— W) m,'(x,5)
) minimization
wym' () Ivym™ ()]

Fig. | Flow chart of the presented algorithm

Because the mean estimation of v( y)nTl( y) is obtained
by an intensity transformation applied to the mean value v(y)

along SAR azimuth direction in a sea ice image with bias field.

The intensity of v( y)n"z_l(y) is a real value (say g), which in
general lies between two integer values as k and k+1. An
intensity interpolation is, thus, needed to update the
corresponding histogram entries so as to calculate probabilities
p(n). We use the partial intensity interpolation by which the
histogram entries h(k) and h(k+1) are fractionally updated by
k+1—g and g—k, respectively.

After the intensity interpolation, the information measure
curves become irregular, which will yield less optimal

parameters (Pluim, et al, 2000; Jeffrey, 2003). Prior to the

calculation of the set of probabilities p(n), the histogram h(n) is
slightly blurred to reduce the effect of imperfect intensity
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interpolation. denotes the range direction and the azimuth direction of SAR,
t respectively.
h(n) &« > h(n+i)(t+1-il) (25)

i=—t
t=2 in this paper, it defines the size of w of a triangular window,
w=2t+1. Then the probability distribution is calculated by the
blurred histogram.

3 EXPERIMENT RESULT AND ANALYSIS

We carried out an experiment of the proposed algorithm on
Radarsat-1 sea ice image of the Bay of Bosnia. The result of the
experiment indicates the effectiveness of the proposed
algorithm in correcting the incidence angle bias field of
Radarsat-1 sea ice image, as shown in Fig. 2 and Fig. 3. In
Fig.2, the horizontal axis and the vertical axis denotes
coordinates and average magnitude of pixels along SAR
azimuth direction, respectively. Fig. 3(a) is acquired by
Radarsat-1 on January 2, 2003, the land and open water areas
have been masked off, the arrow to the left and the down arrow
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Fig. 2 Average pixel amplitude ¥(y) per range column of SAR

image

Fig. 3 Incidence angle bias field correction result of Radarsat-1 sea ice image
(a) Original sea ice image of the Bay of Bosnia; (b) The image corrected by our algorithm; (c) The image corrected by Karvonen’s algorithm

From Fig. 2 and Fig. 3 as we know, the mean value along
SAR azimuth direction of the image becomes relatively
uniform after correction by our algorithm. Our algorithm
ensures the average intensity of image after correction and
before correction remains equal so the image becomes clearer,
while Karvonen’s method greatly decreased the mean value of
image so the image becomes darker.

In the experiment we set K=4 and we also tested the case of
K=2, K=3, K=5, etc. The result shows that the best correction
effect comes from K=4. The base number B should be a
relatively smaller real number that makes the slight change of
parameters a; and b; will only produce a slow change of entropy
I so as to ensure the optimization process runs smoothly.

To evaluate our algorithm in correcting SAR incidence angle
bias field, we segmented each of the images in Fig. 3 by the
methodology of iterative region growing using semantics
(IRGS) (Yu & Clausi, 2007). The segmentation results are

shown in Fig. 4. The four levels of gray from dark to bright in
Fig. 4 represents the thickness of 10 cm, 20 cm, 30 cm and 40 cm
of sea ice, respectively.

It can be known from Fig. 4 that the segmentation of the
image corrected by our algorithm is most likely to the sea ice
thickness map because the intensity of the left part of the image
has been enhanced after correction. For example, a zigzag band
of thick ice (with the thickness of about 40 cm) at the lower left
of the image has been accurately segmented after the correction
by our algorithm. Besides, the homogeneous sea ice pixels in
the segmented image corrected by our algorithm are more
concentrated than the segmented image corrected by Karvonen’s
method. In our corrected image, the area of the same kind of
sea ice has better connectedness and less isolated pixels than
Karvonen’s. The reason is the correction field fitted by our
algorithm is multi-exponential function with smooth variation
so it changes the sea ice pixel’s intensity smoothly. For some
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Fig.4 Segmentation results of the images before and after incidence angle bias field correction for comparison
(a) The image segmented from the original sea ice image of the Bay of Bosnia; (b) The image segmented from the image corrected by our algorithm; (c) The
image segmented from the image corrected by Karvonen's algorithm; (d) Sea ice thickness map of the Bay of Bosnia on January 2, 2003 (cm)

details (such as the crossed coastal ice at the lower left of the
image) of the image, both of the correction algorithms have
intensified the segmentation error since there is a strong
boundary between the coast and sea ice. From Fig. 2 we know
that the intensity of the boundary is close to its right pixels’ due
to the bias field in the image. When the bias field is corrected,
however, the boundary becomes brighter than that of its right
pixels, which causes a wrong segmentation result. But most of
the pixels of the thin ice in this area are preserved in the
segmented image corrected by our algorithm while the result is
worse in the segmented image corrected by Karvonen’s
method.

The accuracy of the image segmentation is an important
index for the evaluation of the segmentation performance. The
quantitative calculation of SAR image segmentation accuracy
requires a reference of the real topological diagram of the
ground-object scene (Zhang, et al, 2009). At present, the
segmentation accuracy of SAR sea ice image is beyond
quantitative calculation as we have no detailed information
about the distribution of sea ice conditions. So the experiment
result is evaluated and analyzed by comparing with the sea ice
thickness map in an intuitive manner according to the
evaluation method of Karvonen (2004).

4 CONCLUSION

In this paper, a novel algorithm of incidence angle bias the
field correction using multi-exponential model is presented to
correct the intensity decrease along SAR range direction of
Radarsat-1 sea ice image. The proposed algorithm is superior to
Karvonen’s method no matter from human vision or from the
segmentation results of the corrected image. What’s more, it
does not require the incidence angle information of image
pixels. Future research will involve the use of the proposed
methodology to the sea ice image bias the field correction of
other SAR sensors as Radarsat-2 and Envisat.

Acknowledgements: Radarsat-1 image and its correspond-
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ANy K BRIGEORANE, si() R B8 BR B B
WHIE RS, wk@13):

&Y _
B ) ¢ (13)

KW, B RIEHEHREG o BREANSE, |
g o B BB B R S O B B R (Y @, R 5B EFHCY
a; BIE)BHIE; o F 4,43 3R RS BAMBILEE,
HRMEBRAFT -, BETRHEREFHHE
V(y)ﬁz_l(y) B I

I'=-) p(nlog p(n) (14)

R, p)RIREEN n BESE ()R () F
BROMER 18 1 RIERK, HAE p)S3 i B S uT %L
K, T p()y 3 HEFRB/N. RIGFKF Powell B4
AL B Brent —#E0 AL 77 ¥ (Press %, 1992)% &

s,‘()’) =
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B oa, 70 b H TR E B/ MEFE, wm=(15):

{ay,b,} =arg franbr;{l[wy)nr%yn}

H RS a, M b, REBBM—FERER T 7, (y)
BB ERSG I (xy) BEHEEE vy 58

M_BRERF m, (o)) HRER, HAH

iy, y) £ T () TR, T (v, y) I — 1T

#5 m () MR,

23 BHKRMR

AT HMBERT m™ (y) W FRIE 7(y) %k
HBR, FIABER &4

(15)

l «_ l e .
— 2 V== V() (16)
XF, N=Y1, BV TRFREBRQMKE R

yeQ

B RAMRIE TRERNE v(y) (BB ERE,
B (12)FR (16)75:

K
Yvy=Y [V(y)Zb,-s,-(y)] (17)

yeQ yeQ i=1

W si)=1, FFEEETFHPIIIH; i=2,3, KFHR
(A3)FR(17)45:

X B¢
Y V=Y v 1+ 5 — (18)

yeQ yeQ i=2 i
%ﬁﬁﬁﬁﬁﬁfZﬂw%:
yeQ
X B* —¢

PRELCDN? ——|=0 (19)

yeQ i=2 i
il

K b.

Zd—'z V(y)(B* —c;)=0 (20)

i=2 % yeQ

b#0 H d#0 B L XEFIEEFME, WY =23, K
R :

2 TONBY ~¢)=0 (21)
yeQ
y
2 7(B*
_ yQ
T 2
yeQ

FIAE, OB RGRAT A (EADTE, LLEGE
HeB B =t SR AL
~ T IRk

yeQ

B (13)F023)15:

(23)

&=~ ¥ [FONB™ ~c) (24)
N

%%ﬁ Ci%ﬂ dijkﬁ%‘l‘:féo
24 HERBREAAT
GERE, AXHEEHRENAE 1,

V(x7 ¥y ) —’?— Eo(x7 ¥, )
) i, (x, y)
m' ) B
oym™ () 1y)m™ »)]
H1 AXHEEREE

MHEWESHH SAR BB H1E v (y) #17
SRETR, BEMHTRIE O (y) o ()R~ (y)
RSRBEE N EREMRIE N o), T LM k1 2
[, XERFRE#ITREGEREHRELE, UE
SRR p(n). ACRARBEHERRERE
T, BV k+l1-g #1 gk A BIEFHEF BT (k)
h(k+1),

F T B A G (0 o 7 1 R AR,
] BB 22 16 B AR 22 % 1F 25 I (Pluim %8, 2000; Jeffrey,
2003). BIASCXTEE G BB 7 BT 7 -3 LA
RimEHENTWE, HYRENENRRBERS
i, EFEMERARIREQS):

M@e—ihm+00+kﬁo

B’ =2, BERETZABEAORT w AN, w=

2t+1,

3 KRECRE

%t Radarsat-1 $RE A9 35 55 8 T ¥ v vk B B
ROREFEFRT LR, EREWFENT L
AWK IE Radarsat-1 HEKEGRHASfAIREY,
YN 2 FIE 3, B 3(a) N SR 4R BB ET B T 9 1 oK %
(2 2 Rt ot AKX 3), # Radarsat-1(C B¢ HH
At ScanSAR )T 2003-01-02 1KEL,

(25)



BRSUHESE: R 248 50K SAR Bk ERREZRIE 171

160} ——HIEZHT FRF 2], EAERIE A 2 58 R GRIE T
—— AIHRREL R IERfG QR A, B E R EGER

Karvonen kB 25 | ‘
BANEMT, T Karvonen B IEMR K AL T B& HF

BB, WMKIEG M E GBI DEER,
, SR K=4, FEEMRT k=2, k=3, k=5
1 SHMENKEE, SREH k=4 HRERRER
o N TEBSE o b MBUVNERGERHE 1
MRB AL, LIERIL S BB IRA 31T, LhH
FRBE R IR B A R/ M L8
100 200 300 40 500 600 AT XASAREGRERGERETTES, &

BICHIE & SO R 2 TR 2 B X33 K 43 #] (IRGS) 4 #: (Yu

1 Clausi, 2007)% & 3 F1H ZIRE G5 51847 T 2
#, HEFR WA 4, B 4 P 4 RIREHBERE 25
mE 2 AR, AXEEREREGHHERE  AEEFEAN 10cm.20 cm. 30 cm 1 40 cm H1EK,

B2 SAR BREKGTHEV(y)

ﬁ’-[l [x{', 1] <

(a) (b)

&l 3 Radarsat-1 BKEBRHANAREGKESFE
(2) WHTE WS IR Mgk R, (b) AXBEEKIEFHER; (o) Karvonen B R EF AR

A4 ASHAREGR LRGBS S5 R &
(a) PR TR K KER NS EIER, b) AXBEREGE®RKDEIEG; (c) Karvonen BILREFE R K4 HIRE;
(d) 2003-01-02 7 2 T 7 ¥ vk 5 B (cm)
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HE 4 ATEL, 24AXBERIERBENALF
WoarmERRE, HadgRERirRgkKEER,
FlMEBRAETHYHTRK O BEKF (BEFEEE
40cm), A LEEKREREoE 4R ILE 580K
BERPHEE—F, 1o, 5 Karvonen B IE
FRSEIEGHLL, 25 XBEREREREMEER
HH ) 28 0 oK XS A S S AT, R R L X s,
EHIEHKEER, XERFAREE SRS T
A IE 37 12 - 1 A Ak IS SR AL, T XTI KR R 5%
FE MU R 0 FREETWERLTHRS
i 38 A K S T KR 4), B IER
BRIERE RSB T 2 EHER, XERAMERES
WIKZRIAREMBR . mE 2 TTH, HTFREHE
B REREY, xRN FNRE SRR
BRENREMY, ELREGERIES, XEAR
WAEB DM SEREMASR, AT TH
REDEIER, BACEERIERERHIEER
HARE T KA EKER, NAPBBRREH R
GinL8

BRI E R IE N BB B RE — 1
ZIEHR, SAR BB ERENEBHEFTEREY
MY B INE (GRS, 2009), BT HAETREA
KFHRIKKEAKA S HER, REERITEHT
PR, EAUE% Karvonen %(2004) KRN 1
W, BLRSERSBKEERH#TNK, EEW L
Xt SE I 45 R AT RN A AT

4 5 ©

Xt F Radarsat-1 KB A 1B VK ER 7E SAR B & [n]
HFEMSANAAXKNBRERRE, B4 T7T—fEH
ZIERBERH AR AREGKERFTEE, TR
ERHMEL, TieRAAK EEENEBRTE NS
R EHEEE B A R B %L T Karvonen M,
HAXBRAERENSBPATEFAREOAR
FAER . 45 RIS s S48 B iR /) J ik L AT 31 =
SAR(# Envisat., Radarsat-2 %)% vk B A 5T A 1R
EHRIE L.

AW B 2B AR PTIRAE Radarsat-1
BREBAILAT LG BEREER.
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