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Spatial outlier detection method based on spatial clustering
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Abstract: Spatial outlier detection has been a hot issue in the field of spatial data mining and knowledge discovery. Spatial
outliers may be utilized to discover and predict the potential change laws or development tendency of geographical phenomenon
in the real world. Among the existing spatial outlier detection methods, there are mainly two aspects of issues. On the one hand,
these methods primarily consider that all the entities for outlier detection are correlated. Actually, spatial correlation decreases
with the increase of distance. Entities will become independent with each other at a distance of rang. Thus, current methods can
only discover the obviously outliers in the whole, some local outliers may not be detected. On the other hand, the spatial outlier
measures are not enough robust, which are seriously influenced by the construction process of spatial neighborhoods of spatial
entities and the possible outliers in spatial neighborhoods. To overcome these two limitations, spatial clustering as a means is
firstly employed to extract the local autocorrelation patterns, called clusters. Then, a robust spatial outlier measure is proposed to
determine spatial outliers in each cluster. This method is able to detect spatial outliers more accurately. Finally, a practical ex-
ample is utilized to demonstrate the validity of the spatial outlier detection method proposed in this paper. The comparative

experiment is also provided to further demonstrate the method in this paper to be superior to classic SOM method.
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1 INTRODUCTION

Spatial outlier detection is one of hot issues in the fields of
spatial data mining and knowledge discovery (Li et al., 2002;
Pei et al., 2001). It aims to discover a small part of spatial enti-
ties which deviate from the normal patterns in spatial database.
Spatial outliers may imply some unexpected geographical
events, processes or development tendency of geographical
phenomenon. In recent years, spatial outlier detection has
played an important role in many applications, such as geo-
logical disaster monitoring, extreme meteorological events
monitoring, mineralization forecasting, and remotely sensed
image processing.

Spatial outliers can be defined as the spatial entities whose
non-spatial attribute values are significantly different from the
values of their spatial neighbors (Shekhar ez al., 2003). In the
process of spatial outlier detection, it needs to define a
neighborhood for each point entity, and then spatial outliers are
identified by means of the non-spatial attribute deviation. The
non-spatial attribute is referred as the thematic attribute of a
spatial entity, for example the heavy metal concentration of a
soil sampling point. Existing methods of spatial outlier detection
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can be roughly classified into five types: (1) statistical methods
(Hawkins, 1980); (2) graphics-based methods, such as variable
plot or clouds (Haslett et al., 1991); (3) distance-based method
(Liu et al., 2001; Shekhar et al., 2001, 2003; Ma & He, 2006;
Chen et al., 2008; Zheng et al., 2008; Li et al., 2009); (4) den-
sity-based methods (Breunig et al., 2000; Chawla & Sun, 2006;
Huang et al., 2006), and (5) clustering-based methods (Li ef al.,
2008, 2009). The statistical methods use some statistical distri-
bution to fit the dataset, so that they do not work well in the
case that the dataset does not satisfy the assumed statistical
distribution. Both distance-based and density-based methods
only consider the non-spatial deviation in a neighborhood, the
property of local correlation among spatial entities is neglected.
Moreover, a robust method to measure the deviation degree of a
spatial entity should be developed. A few spatial clustering
methods have the ability to discover spatial outliers as the enti-
ties which do not belong to any cluster. However, cluster-
ing-based methods usually cannot find high quality outliers. To
overcome the above-mentioned limitations, we integrate the
clustering-based method with the distance-based method to
develop a spatial clustering based spatial outlier detection
method. A robust spatial outlier measure is also proposed.
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2 RELATED WORKS, EXISTED PROBLEMS AND
OUR STRATEGY ON SPATIAL OUTLIER DETEC-
TION

2.1 Related works and existed problems

Shekhar et al. (2001, 2003), Chen et al. (2008) define the
spatial outlier measure employed by the difference between the
non-spatial attribute value of target entity and the average (or
median) value of the entities in its neighborhood. Then, statis-
tical test is utilized to identify spatial outliers. This method is
useful for discovering global outliers but may not be able to
discover local outliers (Chawla & Sun, 2006). Indeed, the local
spatial outlier measures are defined based on the concept of
density in some literatures (e.g. Breunig et al., 2000; Chawla &
Sun, 2006; and Huang et al., 2006). However, the detection
results are seriously affected by the definition of neighborhood
(Zheng et al., 2008) and the outliers in the neighborhood. The
methods proposed by Liu et al. (2001), Zheng et al. (2008) and
Li et al. (2009) consider the distances among a set of neighbors.
These methods only take the spatial relationships among the
entities in a neighborhood into count, the local correlation
among the entities is seldom considered. Furthermore, the
method to define spatial proximate relation and the outliers in a
neighborhood also should be paid more attention to. In a word,
current methods of spatial outlier detection mainly have two
aspects of disadvantages as follows.

On the one hand, existing methods only consider that each
entity is related to all the other ones in its neighborhood, the
heterogeneity in global is usually ignored. Actually, spatial
entities are usually locally correlative; the heterogeneous char-
acter is obvious in the global view (De Smith et al., 2007). For
example, in a large region, there are usually some sub regions
in which the non-spatial attribute values of the entities are quite
different. In this condition, the entities in a neighborhood may
not correlate to each other, and the spatial outlier measure
method cannot work well. Moreover, if there are many outliers
in a region, then some local outliers may be merged. Taking the
simulated dataset used by Chawla and Sun (2006) for instance,
spatial entities and their non-spatial attribute values are shown
in Fig.1(a). The spatial local outlier measure (SLOM for short)
core for each spatial entity is performed in Fig.1(b). There are
five spatial outliers detected by the SLOM method which are
marked by slash in Fig.1(b). In region II and III, the SLOM
values of the two shadow locations (0.14 and 0.12) are signifi-
cantly large, and they should be two local outliers. But, there
are too many outliers in region I, so other local outliers cannot
be discovered. We can hold the hypothesis that a pollution
source locates in region I, thus many spatial outliers occurred in
this region corresponding. Outliers in other region (II and III)
may be caused by some potential factors, but current methods
cannot used to find the reasons. Based on the first law of geog-
raphy (Tobler, 1970), the non-spatial values of the monitoring
points are more related in region I, II, III respectively than
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Fig. 1 Simulated spatial data set(Chawala & Sun, 2006)
(a) Original data matrix; (b) SLOM matrix

those in different regions. So the local character of the spatial
dataset should be fully considered.

On the other hand, robust spatial outlier measure should be
developed. For spatial point entity, more parameters are often
needed to construct the spatial neighborhood. Different pa-
rameter may lead to different detection results. Furthermore,
there may be some outliers in the neighbors of a spatial entity,
and they also made negative impact on the spatial outlier meas-
ure. It can be concluded that current spatial outlier measure is
usually seriously influenced by the dynamic construction of
spatial neighborhoods of spatial entities and the possible out-
liers in spatial neighborhoods.

2.2 Strategy on detecting spatial outliers

To solve the limitations above, our strategy is to integrate
spatial clustering with the distance-based spatial outlier meas-
ure to develop a spatial clustering based spatial outlier detection
method. Spatial clustering can be seen as a procedure that parti-
tions the spatial entities according to spatial correlation. There-
fore, in our strategy, spatial clustering is utilized to group the
spatial entities in a spatial database into some meaningful sub-
groups, also called clusters. Those entities in a same cluster are
similar to each other, and the entities in different clusters have a
larger difference. That is, spatial entities in a same cluster are
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more related to each other. The differences among entities in
different clusters can be comprehended as the heterogeneity.
Further, a more robust spatial outlier measure method is also
developed in this paper. In this method, the Delaunay triangu-
lated irregular network (D-TIN for short) is firstly utilized to
construct spatial proximity among each cluster, and then to
recover the possible outliers in a neighborhood according to the
non-spatial attribute gradient. Finally, the difference between
the observation value of an entity and the inverse distance
weighted interpolation value of that entity is taken for a spatial
outlier measure that is similar to the distance based methods
(Zheng et al., 2008; Li et al., 2009).

To sum up, our strategy to detect spatial outliers can be im-
plemented in three steps: (1) spatial clustering; (2) detection of
spatial outliers in each cluster, and (3) spatial outlier interpreta-
tion and evaluation.

3 SPATIAL CLUSTERING BASED SPATIAL OUTLIER
DETECTION

3.1 Spatial cliustering

Existing spatial clustering methods can be mainly classified
as: partition methods, hierarchical methods, density-based
methods and grid-based methods (Han & Kamber, 2005). In
practical applications, spatial entities usually distribute un-
evenly, so spatial clustering method should adapt to the change
of local densities. Thus, we take a spatial clustering method
adaptive to the change of local densities-ADBSC (Li et al.,
2009) to cluster spatial entities. ADBSC algorithm uses maxi-
mum distance in k-spatial nearest neighborhood to measure the
spatial local density, and spatial entities with similar densities
are grouped into a same cluster. Two parameters should be set
for the ADBSC algorithm, the number of the spatial nearest
neighborhood (k) and the threshold of the density variation
proportion (). A heuristic strategy is employed to determine the
parameters similar to Ester et al. (1996). Before detecting spa-
tial outliers, spatial entities are first clustered into some clusters,
and each cluster can be seen as a local strongly correlated re-
gion.

{a)

3.2 Robust spatial outlier measure

First, the spatial proximity relation among entities is con-
structed by D-TIN in each spatial cluster. The D-TIN can be
utilized to identify the natural neighboring entities (Mccullagh
& Ross, 1980). But this method may be inaccurate at the bor-
ders and the interspaces of the dataset (Zheng et al., 2008; Li et
al., 2009). In this paper, the results of spatial clustering can be
used as a prior distance constraint, so the error in creating spa-
tial neighborhood can be significantly reduced. Take a simu-
lated dataset to illustrate the advantage of our method, the spa-
tial proximate relationship among the simulated dataset con-
structed by D-TIN is shown in Fig.2(a); spatial proximate rela-
tionship established after the spatial clustering process (k=4,
&=22%) is present in Fig.2(b). It can be found that, in Fig.2(a),
the neighborhoods of the entities on the border are obviously
imprecise. Indeed, the results obtained by the clustering proce-
dure are more reasonable.

Next, we will recover the non-spatial attribute values of
some possible outliers in the neighborhood. Generally, the
number of spatial entities in a neighborhood is small, spatial
outliers cannot be identified by the statistical test. The entities
whose non-spatial attribute values are maximum and minimum
in a neighborhood can be removed by a trim procedure (Chawla
& Sun, 2006). Additionally, the spatial outlier measure may be
unreliable cause by the directional bias when many entities
gathered in certain direction after the trim procedure. In this
paper, we employ the non-spatial attribute gradient to recover
the non-spatial value of the likely outliers in a neighborhood.
The recovery operation does not change the inherent
non-spatial attribute of a spatial entity, it is only a temporal
process when calculate the spatial outlier measure. The details
can be described as follows.

Definition 1: Non-spatial attribute gradient: Given a spa-
tial entity P, the spatial neighbors of which is expressed as N (P)
={X1, X>... X,}, and f' (X)) is referred as the non-spatial attribute
value. The non-spatial attribute gradient is the ratio of the absolute
value of the non-spatial attribute value difference between entity
P and entity X; in its neighborhood to the distance between
them, it can be expressed as:

(b)

Fig. 2 Construction of spatial neighborhood
(a) D-TIN for all the dataset; (b) D-TIN for each cluster
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[f(P)- f (X))
D(P,X;)
where, D (P, X)) is the Euclidian distance between entity P and

X;
For a spatial entity P, the non-spatial attribute value recov-

G(P,X;) = VX, EN(P) (M

ery operation for the possible outliers in its neighborhood can
be portrayed as follows:

(1) Let £ (P) =0, calculate the non-spatial attribute gradient
between P and each entity in its neighbor, denoted as G (P, X;).
Then, rank all the G (P, X;) values from small to large, and ob-
tain the median of the sequence, denoted as M (P).

(2) For each entity X; in the neighborhood of P, compute the
deviation of the non-spatial attribute gradient, GD (X;), there

having: GD(X;) =

, and then rank the devia-

tion values from large to small, defined as sequence GD(P).

(3) The neighbors of P can be classified into three ranks on
the basis of the deviation of the non-spatial attribute gradient,
and the top [(n+1)/3] entities form the candidate recover set
R(P). Then, recover the non-spatial attribute value of the enti-
ties in R(P). fz(X) is the fixed value, defined as follows:

fo(X)=M(P)D(P,X;) VX,ER(P) @

From Eq. (2), it can be found that, the recover process also
can consider the spatial correlation among entities (change with
distance). Finally, the robust spatial outlier measure and the
method to identify spatial outliers can be described as follows:

Definition 2: Robust spatial outlier measure: Given a spa-
tial entity P, the robust spatial outlier measure (RSOM for short)
is defined as the difference between the non-spatial attribute
value of P and its inverse distance weighted interpolation value,

expressed by
fX) lf-rx)| <
D(P X)) Z D(P,X;) ZG(P’ X1
RSOM (P) =|f(P)-i= = ’=nl
1 1
Z D(P,X,») Z D(P,X;) z D(P,X;)
i=1 i=1 i=1
vX; e N(P) 3)

Definition 3: Spatial outlier:
SDB={X}, X, X;, ..., X,}, the robust spatial outlier measures of
which form the set Spsou={RSOM(X;), RSOM(X>),...RSOM
(X,)}. The average RSOM value in Sggpy, is denoted as p, and

Given a spatial database

the standard deviation is denoted as o. Let Sy express the
spatial outlier set, and it can be defined as follows:
Soutier={X; | RSOM(X;)- 1>20, X; €SDB} (C))
For small samples (the number is smaller than 30), the spa-
tial outlier judgment law in Eq. (4) may be not robust, so we
also given the robust valuation of the parameter p and o, p=
Median (Sgson), Median (Sgsou) 1s the median of Sggpy; 0=
MAD (Sgsor), MAD (Sgson) is the well-known median absolute
deviation (MAD), defined as:

MAD(Sgson) = Median{

®)

|

Next, a hypothetical dataset is utilized to illustrate the advan-
tage of the RSOM compared to the classic SOM method. The
SOM method employs the difference between non-spatial value
of an entity and its inverse distance weighted interpolation value
to measure the deviation of a spatial entity. In Fig. 3, each node
of the D-TIN represents a spatial entity. The numbers represent
non-spatial attribute values of the entities. It can be easily found
that the entity B is a spatial outlier, since its non-spatial attribute
value is significantly different from those of its neighbors. From
Table 1, it can be found that the SOM value of the entity 4 is
obviously large because outlier B is located nearby. So, the
entity 4 may be wrongly identified as a spatial outlier. However,
the RSOM method proposed in this paper can identify 4 as a
normal entity with the help of the non-spatial attribute value
recovery operation in a neighborhood.
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Fig.3 Anexample

Table 1 Results of spatial outlier measure

Data Observation Interpolated value Spatial outlier measure
point value soM RSOM | SOM RSOM
A 34 56.59 34.40 22.59 0.4
B 150 36.14 38.76 113.86 111.24

In addition, spatial entity may contain multiple non-spatial
attributes in practical applications. The spatial outlier measure
method developed in this paper also can adapt to detect multi-
ple non-spatial attribute outliers. It can be implemented in three
steps. The first is to normalize all the non-spatial attribute di-
mensions, and then to calculate the RSOM value for each
non-spatial attribute dimension. The last is to obtain the overall
deviation of the entire non-spatial attributes for each spatial
entity.

Given a spatial database SDB which contains » spatial enti-
ties, the dimensions of the non-spatial attribute is d. In the first
step, the complexity of the ADBSC algorithm is about O
(nlogn). It takes O (nlogn) to construct D-TIN and O (6n) to
form the spatial proximate relationship (Li ef al., 2009). The
cost of standardize is O (dn). To calculate the RSOM, it takes
about O (2nlogn) to recover the non-spatial attribute in each
neighborhood, O (6dn) to compute the RSOM, and O (nlogn) to
sort the RSOM value. So, the total complexity for our method is
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O (nlogn)+ O (nlogn)+ O(6n)+ O(dn)+ O (2nlogn)+ O(6dn)+ O
(nlogn)= O (nlogn).

4 EXPERIMENTS

In this paper, the soil heavy metal monitoring dataset in a
South China city is utilized to illustrate the validity of our
method. The Cr concentration is selected as the non-spatial
value for each monitoring point. There are 104 monitoring
points in the dataset. The spatial distribution of the dataset is
shown in Fig. 4. Moreover, the experiment result is compared
to the SOM method. The SOM method employed the D-TIN to
construct the spatial neighborhoods for the entire dataset, and
the ranked m spatial entities in the SOM set are identified as
spatial outliers.

First of all, spatial clustering is performed. The clustering
result is presented in Fig. 5(k=5, £&23%). Ten spatial clusters
are obtained (shown in Fig. 5(b)). Spatial proximate relation-
ship among each cluster is shown in Fig. 5(c). The spatial out-
liers identified by our method are shown in Table 2, and the
spatial distribution of spatial outliers is presented in Fig. 6.

The spatial outliers detected by SOM method are shown in

Table 3. We select five spatial outliers from Table 3, and form
the spatial outliers set Syygiers= {97, 71, 22, 70, and 40}. Com-
paring the result obtained by SOM to that obtained by RSOM,
one can find that the SOM method only is able to discover the
global spatial outliers, some local outliers are ignored. For ex-

Fig. 4 Spatial distribution of the sample points
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Fig. 5 Spatial clustering results and the construction of spatial neighborhoods
(a) D-TIN for entire dataset; (b) spatial clustering result ; (c) spatial proximate relationship for each cluster

Table 2 Results of spatial outlier detection via clustering
based method

Cluster  Point RSOM Cluster Point RSOM Cluster Point RSOM
number number number number number number
1 43.04 51 25.57 16 39.05
2 4 6
40 36.98 55 25.80 98 35.18
42 31.10 22 52.40 69 46.79
3 5
48 30.75 97 61.65 7 70 47.68
9 90 31.30 10 86 20.78 71 59.62

ample, point 90 in cluster 9 and point 86 in cluster 10, though
the deviation of them is not obvious in global, the non-spatial
attribute values of them are quite different from their neighbors
locally (shown in Table 4), and they should be local outliers. At
the same time, it can prove that the spatial outlier identification
method developed in this paper is also robust, and there are
only five entities in cluster 10.

The land use type, elevation, and pollution source are util-
ized to further analyze the cause of the spatial outliers. The
distribution of pollution sources is present in Fig. 6. In Table 5,

land use types and the evaluators of spatial outliers and their
neighbors are enumerated.

Fig. 6 Locations of spatial outliers

(A -Pollution sourceX-Spatial outlier)
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Table 3 Results of spatial outlier detection via SOM method

Point number SOM
97 60.67

71 59.43

22 52.66

70 47.16

40 45.12

34 4321

1 41.63

69 39.67

35 32.88

Table 4 Non-spatial attributes of entities in cluster 9 and 10

According to above analysis, the main causes of the spatial
outliers can be concluded in Table 6. Moreover, we can obtain
the following rules: (1) Elevation difference between the spatial
outliers and their neighbors is the most important cause of the
spatial outlier, and the spatial distribution of the soil heavy
metal is seriously influenced by the elevation. (2) The spatial
outliers 71, 1, 55, 51, 42 are closely related to the pollution
source, they may be impacted by some factories nearby. (3) The
land use types of the spatial outliers are mainly paddy field and
vegetable field, pesticides, fertilizers abuse may be an impor-
tant factor for these spatial outliers. (4) Many spatial outliers

Cluster number Point number Cr concentration occurred when the vegetable field is close to the paddy field.
89 19.26 This may be a potential spatial association rule.
90 2.88
9 91 29.34
92 22.88 5 CONCLUSIONS AND FUTURE WORKS
93 9.47
82 20.63 Spati . . . .
0 .05 patial outlier detection is a powerful tool which can be
10 84 2835 used to discover and interpret the potential geographic laws or
85 24.58 development tendency of geographic phenomenon. Current
86 39 spatial outlier detection methods seldom consider the local
Table 5 Information of the spatial outliers
Spatial outlier Neighbors Spatial outlier Neighbors
ID Landusetype  Elevation'm | ID Land use type Elevation/m ID Landusetype  Elevation/m | ID Land use type Elevation/m
69  Vegetable field 89.74 24 Paddy field 48.36
70 Paddy field 132.33 18  Vegetable field 264.12
99 Vegetable field 25.11 Vegetable 21 Paddy field 133.00
71 Veﬁi‘lzble 36.47 61 Litchi field 2833 7 field 4794 20 Corn field 96.54
63 Litchi field 36.11 36 Litchi field 15.21
62 Vegetable field 62.00 17 Vegetable field 61.46
65 Paddy field 41.85 99 Vegetable field 25.11
20 Corn field 96.54 7 Vegetable 13233 69 Vegetable field 89.74
5, Vegetable 6350 75 Vegetable field 100.25 field 71 Vegetable field 36.47
field 21 Paddy field 133.00 77 Vegetable field 20.36
23 Paddy field 124.41 76 Vegetable field 144.35
6 Paddy field 81.33 74 Vegetable field 100.51
| Paddy 2933 95  Vegetable field 124.00 75 Vegetable field 100.25
field 2 Vegetable field 95.67 08 Vegetable 6446 25 Paddy field 13.43
41 Paddy field 45.01 field ’ 12 Paddy field 2534
3 Vegetable field 153.78 26 Vegetable field 20.56
40 Veg:tlzble 103.28 4 Paddy field 137.65 31 Vegetable field 48.66
41 Paddy field 45.01 32 Paddy field 58.64
89  Vegetable field 52.55 70 Vegetable field 132.33
%0 ng&y 290.47 Z; lIZaddy field 188.33 71 Vegetable field 36.47
addy field 151.67 69 Vegetable $9.74 77 Vegetable field 20.36
93 Paddy field 257.68 field 78 Paddy field 277.39
44 Vegetable field 4433 61 Litchi field 28.33
43 Paddy field 80.32 104 Vegetable field 77.24
48 Litchi 5634 45 Vegetable field 36.32 82 Paddy field 147.25
field 46 Paddy field 57.00 %6 Vegetable 1477 83 Paddy field 163.88
47 Vegetable field 17.22 field ' 84 Paddy field 95.70
42 Paddy field 23.33 85 Vegetable field 28.66
44 Vegetable field 4433 o 53 Paddy field 34.53
o ngﬁiy 2333 43 Paddy field 80.32 55 Lfi‘ecl':ll 4531 54 Vegetable field 15.69
48 Litchi field 56.34 57 Vegetable field 10.10
27 Paddy field 71.48 50 Vegetable field 13.14
16 ngﬁiy 84.05 28 Paddy field 41.04 51 Vegztl‘;‘lble 275 53 Paddy field 34.53
15 Vegetable field 74.57
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Table 6 Analysis of the spatial outliers

Spatial outlier Main causes Spatial outlier Main causes Spatial outlier Main causes
97 Land use type, elevation 1 elevation, pollution source 90 elevation
71 Land use type, elevation, pollution source 55 Land use type, pollution source 69 elevation
22 Land use type, elevation 51 pollution source 98 elevation
86 Land use type, elevation 40 elevation 70 elevation
42 Land use type, elevation, pollution source 16 elevation 48 Land use type

spatial correlation and the global heterogeneous characters. In
this paper, we first employ the spatial clustering technology to
discover the local spatial correlation patterns, and then to detect
outliers in all clusters, respectively. A robust method of spatial
outlier measure is also proposed. The soil heavy metal moni-
toring dataset has been used to prove the advantage of our
method compared to the SOM method.

Future works will be focus on the following two directions:
(1) To develop multi-scale spatial clustering and spatial outlier
detection methods. In this paper, we detect outliers only on a
large scale. Detecting multi-scale spatial outliers is meaningful
in many practical applications. Multi-scale spatial clustering
may be a useful tool to detect multi-scale outliers. (2) To con-
sider multiple non-spatial attribute correlation when the spatial
clustering and outlier detection procedure work. Chen et al.,
(2008) employed the Mahalanobis distance to detect multiple
non-spatial attribute outliers, but the method may not be reli-
able for the computation of the covariance and average value,
and has a higher time complexity (Fan & Pan, 1980). The spa-
tial outlier detection method involing the local spatial correla-
tion, heterogeneous and multiple non-spatial attribute correla-
tion characters is the work under consideration.
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