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Abstract:

In the process and analysis of high-resolution remote sensing image, segmentation is the key step of extracting in-

formation from image data to image object. For the image segmentation tasks of large amount of data, data paralleled computing
model is generally used. In this process, the effect of merging segmentation results when data gathering is related to the preci-
sion and accuracy of the subsequent object-oriented analysis. In this paper, data paralleled segmentation of remote sensing image
is adopted, and a new algorithm named data sewing is proposed to solve the problem of merging segmentation results. Experi-
ments, such as comparison of final segmentation results and assessment of computing efficiency, show that the algorithm im-
proves the efficiency of image segmentation process. Meanwhile it guarantees the correctness of the boundary thus to ensure the

credibility of the final segmentation result as well.
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1 INTRODUCTION

In the theory of sensor information computation (Luo et al.,
2009), multi-scale image segmentation method, as the precon-
dition and foundation of high spatial resolution remote sensing
images information extraction and target recognition (Zhou &
Luo, 2009), plays a very important role in the process of infor-
mation extraction from data to object. Among the various seg-
mentation algorithms, watershed segmentation algorithm,
mean-shift segmentation algorithm and the multi-resolution
image segmentation algorithm of Definiens Inc. is widely used.
As an popular iterative algorithm, mean-shift segmentation
algorithm has been proved efficient in convergence and applicable
in cluster analysis, monitoring, image segmentation, image
smoothing, filtering, image edge detection and intelligence
fusion, etc (Dorin & Peter, 2002). In the aspect of implementation,
researchers often adopt data paralleled segmentation (Huang,
2002; Shen, 2006) methods to meet the tasks of large amount of
data.

During paralleled segmentation procedure, neither even data
partition (Huang & Guo, 2002) nor more reasonable uneven
data partition (Shen et al., 2006) adopted can avoid generating
the “merging lines” after segmentation. And that will make the
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results unreliable and have an effect on the follow-up processes
of object extraction and target recognition, especially the proc-
ess of target recognition in high-resolution remote sensing in-
formation computing through shape factor, texture and skeleton,
etc. Data collection during the parallelization procedure in
pixel-level algorithms is relatively easy, which only needs to
directly merge the sub blocks (Huang & Guo, 2002), and can
also be easy to reach the level of automation. However, the
result of image segmentation is a combination of several pixel
blocks. Consequently, the “merging line” after paralleled seg-
mentation will inevitably split the supposed pixel blocks into
unexpected pieces. Sometimes, the pixel pieces on either side
do not correspond well. This brings difficulty to the process of
data collection, and some inevitable problems during high
resolution remote sensing image paralleled segmentation.

At present, few study concerns this kind of problem. There-
fore, after analyzing the distribution of split blocks on either
side of “merging line” and taking reference of image mosaic’s
techniques (Zhu & Qian, 2002), this paper proposes a new al-
gorithm named data sewing, using the mean-shift based seg-
mentation algorithm. Not affecting the efficiency of paralleled
computing, this algorithm will make the result almost the same
with the common segmentation, meanwhile ensures the credi-
bility and accuracy of the paralleled segmentation result.
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2 PARALLEL SEGMENTATION OF REMOTE SENSING
IMAGE

2.1 Mean-shift segmentation algorithm

Mean-shift segmentation algorithm is a statistical iterative
algorithm, which totally depends on sample points in the fea-
ture space instead of the prior knowledge to do analysis. It en-
ables every point to shift to the local maxima of destiny func-
tion by iteration, without pre-determining the number of cate-
gories (Zhou et al., 2007; Li et al., 2005). For different data
structure, it is quite adaptable and robust. Recently, mean-shift
algorithm is increasingly applied to the field of remote sensing
image segmentation (Mo et al., 2006). Because of its clustering
accuracy, stability and other characteristics, this algorithm is
used in the profound analysis process of remote sensing, such
as high-resolution remote sensing segmentation and ob-
ject-oriented extraction in depth (Huang & Zhang, 2008).

Despite simple principle and efficient iterative, the algo-
rithm needs to optimize the size of searching area to improve
the accuracy and the efficiency in the iterative process. And it
needs to map the image into a high-dimensional space in the
computing process, therefore single-core PC cannot afford the
large amount of data processing tasks for the higher memory
capacity requirements. Thus, the power of paralleled computing
is demanded to deal with such cases. This paper adopts parallel
segmentation based mean-shift algorithm.

2.2 Parallel segmentation method

In aspect of implementation model, there are three kinds of
model for parallelism, pipeline parallelism, functional parallel-
ism and data parallelism. They are used to conduct the massive
data, strong regularity and strong correlation of images, and
adapt to the characteristics of consistency, stratification, territo-
rial and line sequential of image processing algorithm. Pipeline
parallelism makes different data lines successively flow into the
various functional modules in the pipeline or the more
fine-grained operations in a single function; while functional
parallelism makes the data flow into the various functional

modules simultaneously and do the conduction at the same time.

Data parallelism can divide an image into several sub-blocks
and do the same operation on every block, but will generate
convergence problem on the edges of image blocks (Zhou,
2003).

With the characteristics of functional and data parallelism in
pipelines, different processes accomplish different functions
and different functions deal with different data. If properly de-
signed, this kind of pipeline parallelism is able to obtain a
higher efficiency, however on the premise of getting support
from hardware. It is unsuitable for the current mainstream par-
alleled processing structure. And because of the correlative
relationships between various steps in the algorithm, it is also
difficult and less practical to make use of functional parallelism
to process images. Considering the analysis above and espe-
cially the consistency and regionality of image, data parallelism
is more appropriate to meet the tasks of paralleled segmentation

and also more suitable for the current mainstream paralleled
computer system, such as MPP (Massively Parallel Processing)
and cluster system. Consequently, this paper adopts data paral-
lelism to achieve the goal of segmentation and concerns about
the edge convergence of segmentation blocks to carry out the
in-depth research.

2.3 Implementation of parallel segmentation

This paper adopts data parallelism pattern to implement par-
alleled computing process of mean-shift segmentation. The
steps are as follows (see Fig.1): (1) Set uniform segmentation
parameters in each computing nodes in order to get the uniform
segmentation results. (2) The image data is separated into
pieces by the main computing node, which are assigned to dif-
ferent computing nodes afterward (such as different threads,
cluster nodes, etc.) to do mean-shift segmentation separately. (3)
The main computing node merges the blocks into areas, marks
the areas as objects and then extracts the objects.

Set segmentation
parameters

Data assignment
policy

A

[)zltaﬁiccc 1 Data|piece 2
A,

Data|piece N

Node N

Mean shift
segmentation

| Node 1 Node 2
Mean shift Mean shift
segmentation segmentation

|-

erge segmentation
result: Data Sewing
Algorithm

Areas marking
and objects
extraction

Fig.1 Workflow of mean-shift based parallel segmentation

In this process, merging the edge of image blocks will gen-
erate the merging problem inevitably. The independence of
each segmentation process leads to different segmentation re-
sults without sharing information, and different images have
different global statistical features. So the outline of two blocks
will be mismatched, generating an obvious “merging line” after
finishing the merging and objectification of different results.
The final segmentation results then become unbelievable, al-
though the method has improved the executing efficiency and
conducting capacity of segmentation algorithm. Accordingly,
this paper proposes a new data sewing algorithm to solve this
problem.

2.4 Data sewing

Unlike the mosaic method (Zhu & Qian, 2002) in data proc-
essing or the edge merging method (Michael et al., 2009) in
GIS, data sewing algorithm deals with the segmented image,
rather than pixel level image or vector data. Although the
segmentation image is also stored as grid format, its basic unit
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is the block of adjacent pixels rather than pixel itself. The data
sewing algorithm in this paper aims to merge and redraw such
aggregate blocks on either side of the “merging line” in the
segmentation image in order to generate the seamless and
credible paralleled segmentation results. Therefore, data sewing
is an important issue to transform remote sensing data into
spatial information in the field of high performance remote
sensing information computation.

3 DATASEWING ALGORITHM

3.1 Problem description and analysis

In order to explain the problem of edge merging after sepa-
rated segmentation, Fig.2 shows the “merging line” (the hori-
zontal line pointed by an arrow) generated during the period of
merging pixel blocks from paralleled segmentation results of
high resolution remote sensing image. And having got careful
observation, it will be found that there are two kinds of candi-
date segmentation areas across the “merging line”. Such areas
obviously different from the surrounding ones can be clustered
together in two segmentation processes simultaneously, so the
outlines can better correspond to each other without considera-
tion the differences in label values. However, most of the can-
didate regions from various segmentation procedures are quite
different in both terms of outline and label (particularly the red
circle parts in Fig.2). Compared with the original surface features
(see in Fig.6 (a)), roads, grass, constructions and other regions

supposed to be continuous are separated by the “merging line” in
Fig 2. If we use shape, area, outline and other feature factors for
object-oriented analysis on this basis, the results must be unre-
liable. Therefore, how to eliminate the “merging line” will af-
fect the precision and accuracy of subsequent object-oriented
analysis process, and is also the key point of the data sewing
algorithm.

In this paper, the points joint to “merging line” and segmen-
tation area outlines are classified into two categories (see in
Fig.3). Among them, the endpoint of segmentation area outlines
is called “class a” point of intersection (“a” point for short), and
the edge-point of the whole image also belongs to this class.
While the rest of the intersection points goes to “class b” point
of intersection (“b” point for short). The line between two
neighboring “a” points is called “class A” line segment (“A”
line for short), and the rest is called “class B” line segment (“B”
line for short).

The blocks along the “A” lines can be merged straightly ac-
cording to the spectrum, size and shape value. But for the
blocks along the “B™ lines, the situation is more complicated
due to the irregular arrangement of relevant segmentation
blocks. However, simply merging all such kind of blocks will
make segmentation inadequate eventually. In the paper, we use
post segmentation to achieve the goals of eliminating merging
line. This so-called “post segmentation” includes three steps,
firstly finding all the groups of post-segmentation blocks along
“B” line to form several small sub-image areas, secondly con-
ducting the post segmentation of the small images, and thirdly
filling the results back to the overall area at last. This does not
cost too much extra computation, and still have a high sense of
credibility. To find out post-segmentation blocks along “B” line,
three situations should be considered. In Fig.4, () and (b) de-
scribe the situation where exist several “a” points and “b”
points between two “a” points, not existing “A” line. While (c)
gives the description of the situation that an “A” line lies be-
tween two “B” lines. For the three kinds of situation mentioned
above, different search algorithms are needed to find the
post-segmentation block groups and to generate the sub-image
areas accordingly.

3.2 Algorithm description

According to the analysis, the core idea of data sewing algo-
rithm in this paper is to find the “A” lines and “B” lines. Then
merge the segmentation blocks along “A” lines directly, find
out the post-segmentation blocks along “B” lines to form the
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Fig. 3 Two kinds of points on the “merging line”
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Fig. 4 Three situations of generating “post segmentation area”

sub-image areas, do post segmentation and fill back the
post-segmentation results. The algorithm is as follows (see
Fig.5):
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Fig. 5 Workflow of data sewing algorithm

Step(1) Traverse the “merging line” and find out the inter-
section sets of “a” points and “b” points, marked {P,} and {P,}
respectively.

Step(2) Join all the adjacent “a” points to make the segment
set of “A” line, marked as {La}. And the rest goes to the seg-
ment set of “B” line, marked as {Lg}.

Step(3) “A” lines sewing: merge all the segmentation blocks
along the “A” lines respectively. The segmentation blocks are
obtained by the FloodFill algorithm. Blocks on the two sides of
“A” line are marked FF¢(L,) and FFy(La) respectively, whose
“t” and “b” means “top” and “bottom” (in the paper horizontal
“merging line” is taken as an example). The label value after
merging is determined by Eq. (1). The prefix “T” means label
value, and “AR” means area. Therefore, the label value after
merging is supposed to be the weighted average of the blocks
on the two sides.

T(FR)*xAR(FR)+T (FR,) x AR(FF,)
Trerge = (1)
AR(FFR)+AR(FF,)

Step(4) “B” lines sewing: assume all the points on “B” lines
make up of point set {P,g}. (Unlike the mathematical line seg-
ment, “B” lines here are composed of pixels. Therefore, the
number of points making up the segment is limited.) Then
process the following iterative algorithm.

D Take any point “P” from {P g} as seed point, and use
FloodFill algorithm to find the top blocks, and put all the joint
points with the “merging line” in the block into the point set
{PBi}.

@ Take any point from {PB;} as seed point to search the

bottom blocks. When the point joint to the “merging line” is
found, search stops and do some judgment. If it belongs to
{PB}, then delete it from both {PB} and {P,g}; otherwise, add
it to the point set {PB,}. Search will keep running until {PB} is
empty. Afterward, 3 will be executed if {PB,} is not empty, or
@ will be executed.

(® Take any point from {PB,} as seed point to search the top
blocks. When the point joint to the “merging line” is found,
search stops and do some judgment. If it belongs to {PBy}, then
delete it from both {PB,} and {P g}; otherwise, add it to the
point set {PB}. Search will keep running until {PBp} is empty.
Afterward, @ will be executed if {PB} is not empty, or @ will
be executed.

@ Merge the continuous blocks generated by W—@®), add

them to the image set {Mask}, and extract the corresponding
pixels from the original image to make post-segmentation im-
age, whose other parts filled with black color. Then put this
image into post segmentation images set {Postimages}. Now if
{P.g} is not empty, @ will be executed. All the circumstances
in Fig. 4 have been taken into account, and the
post-segmentation images set has formed without omission.

Step(5) Segment the sub-images in the set of {Postimages},
fill the results back into the paralleled segmentation result ac-
cording to {Mask} and go to the end of the algorithm.

Because the post-segmentation  process for the
post-segmentation blocks on both sides of the “merging line”
have been done by the sewing algorithm, the final segmentation
result looks more realistic and almost the same with the result
of segmentation processed by single-threaded computation. The
size of sub-image is small and the computation is fast by the
main node, meanwhile every sub-image in the set of {Postl-
mages} is independent, so that paralleled computation will be
easily processed on this procedure. Therefore, for the overall
efficiency of paralleled segmentation, the loss of computational
efficiency is small.

4 EXPERIMENT AND ANALYSIS

According to the method mentioned above, multi-thread
technique is adopted to realize the data-paralleled computing
mode for mean-shift segmentation algorithm and the data sewing
algorithm is applied to merge segmented results seamlessly.

A small block of IKONOS panchromatic image in Beijing
area is used as the experimental data, whose spatial resolution
is 1m and image size is 600>=<600. Fig.6 (a) is the original im-
age. Fig.6 (b) shows an object-oriented result merging the par-
alleled segmentation data blocks directly, where we can find the
merging line visible, and the dotted box brings us
post-segmentation images by data sewing algorithm. Fig.6 (c)
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shows the object-oriented result by data sewing algorithm,
where the merging line has been invisible. A high degree of
credibility has been verified accordingly by the quite good re-
sults, which seems to be conducted by single-thread mean-shift
segmentation.

Further, an experiment with 4-thread paralleled segmenta-
tion is taken to further assess the impact of data sewing algo-
rithm on the overall efficiency of paralleled segmentation proc-
ess. The microcomputer equipped with Intel Xeon 3.2GHz

frequency 4-core CPU and 2GB memory. The experimental
result on different size of data (Table 1) shows that only a few
percentage of time was taken by data sewing algorithm on the
overall expense. When the data becomes lager, the time per-
centage will gradually reduce. The experiment also shows that
the final segmentation effect remains the same on different size
of image. So by data sewing algorithm proposed in the paper, a
good feasibility has been approved that segmentation tasks on
huge data of images can be handled.

Fig. 6 Comparison of the results before and after data sewing algorithm
(a) Original image; (b) Result of parallel segmentation; (c) Result after data sewing algorithm

Table 1 Time expense of data sewing algorithm

Time of single-thread serial

Time of overall parallel

Percentage of time

Size of image segmentation/s Block number segmentation/s Time of data sewing/s by data sewing/%
600x600(360Kb) (Fig. 6) 6 4 6 3 50.0
2000><2000 90 4 31 11 355
5000x5000(25Mb) Out of memory 6 272 47 17.3
12000%12000(144Mb) Out of memory 35 1384 182 13.2
12000x37832(446Mb) Out of memory 109 2479 244 9.8
5 RESULTS processing of remote sensing imagery. Remote Sensing Informa-

As a result, a new sewing algorithm is proposed to solve the
problem of “merging line” occurring in the process of merging
blocks from paralleled segmentation results of high-resolution
remote sensing image. Seen from the experimental results, a
high sense of credibility has been verified by quite good seg-
mentation results. On the other hand, well feasibility has also
been verified by assuring the efficiency of paralleled execution.
Furthermore, it can also be applied in the tasks of remote sens-
ing segmentation for mass data, such as the serial processing of
data blocks and segmentation processing of cluster machines.
To a certain extent, the algorithm has avoided the bottlenecks in
the process of conversion from data to information, and has a
high application value.

In this paper, data sewing algorithm is proved to be effective
and generally feasible. However, many problems remain to be
considered and resolved. The optimization of the size of
post-segmentation blocks when there are long rectangular
ground covers near the merging lines is an example question.
These are to be further studied, explored and practiced.
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