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Design and implementation of scheduling system for disaster
monitoring satellites of CHARTER mechanism
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Abstract: A system for scheduling of disaster monitoring satellites which follows the tenet and operation mechanism of
CHARTER is developed. First, it introduces the significance and mechanism on which CHARTER is running and then details
the design and implementation of the system. At the same time detailed function of each module is given out. Great attention is
paid to the analysis module of tasks’ time windows. In the process of the computation of the targets’ time windows, a dynamic
partition algorithm for area target is introduced. Then a dynamic scheduling algorithm is constructed to create schedule plan for
disaster monitoring satellites. Also the paper develops three variables to evaluate the plan created, and gives out the meaning of

each variable respectively.
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1 INTRODUCTION

Sun Laiyan, the chief of Chinese Aerospace Bureau, signed
“The international charter of space and the important disaster”
on May 25, 2007, which indicated that China became a formal
member of the CHARTER mechanism (Guo, 2002). CHAR-
TER is a contractual organization and it aims to reduce the
damage from natural disasters. The mechanism proposes that,
only a country’s remote sensing satellite resources are not
enough to cope with the frequent natural and man-made major
disasters (floods, forest fires, earthquakes, hurricanes, land-
slides, etc.). Thus, all the space agencies and satellite units need
to strengthen international cooperation to share satellite re-
sources and make full use of space technology for disaster
monitoring. Its working mechanism (National Space Technol-
ogy for Disaster Reduction Network) is shown in Fig. 1.

Remote sensing satellites play an increasingly prominent
role in environmental monitoring and natural disasters rescue,
which makes them the major information source for disaster
mitigation and relief. Current researches on satellite mission
planning are mostly for satellites” daily operation. In other
words, to create satellite observation plan according to user
requests (Robert et al., 2004; Nicola et al., 2008; Frank et al.,
2002). There are also researchers who focus on re-scheduling
method which considers cloud cover, unexpected events, and
the failure of resources (Morris et al., 2004; Khatib et al., 2002).
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Fig.1 Work flow of CHARTER

To create re-scheduling plan the satellite should have the ability
to act independently, while most satellites do not own that abil-
ity. There are a number of well developed soft wares for Earth
Observation Satellite  Scheduling, including the American
ASTER scheduling system (Cohen, 2002), the French SPOT5
satellite scheduling system (Vasquez et al., 2000) and the
Cosmo-Pleiades scheduling system of European Space Agency
(Bianchessi, 2005). These systems are mainly used to create
daily schedule for satellites. And all these systems can not sup-
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port re-scheduling for emergent disasters. At the same time,
these systems are dedicated scheduling system for satellites that
are orbiting and of bad compatibility. Once a new satellite is
launched, these systems will be inapplicable.

So far, CHARTER mechanism has incorporated more than
ten space agencies all over the world, owning dozens of earth
observation satellites. CHARTER was originally conceived to
minimize human losses brought by sudden major disasters
through global information sharing. In response to these sudden
emergency events, how to choose satellite resources, how to
generate an available satellite observation plan in the shortest
time? The Charter system is designed and implemented, which
follows the operating flow of CHARTER mechanism. The sys-
tem can manage all the satellite resources effectively and sup-
port quick definition of target. Also the system can calculate
satellite time windows for targets and generate observation plan
for satellites, which can provide decision support for
CHARTER manager.

2 DESCRIPTIONS OF THE PROBLEM AND SYSTEM
DESIGN

This section details the problem of CHARTER satellite
scheduling and also establishes a basic system model. Then it
gives a short introduction about the function of system and each
module.

2.1 Description of the problem

This problem is essentially an area target oriented emer-
gency re-planning problem, which involving several key ele-
ments, including User requirements, resources and their con-
straints, time windows of new tasks and scheduled time win-
dows.

2.1.1 User requirements
When encountered serious natural disasters and emergencies,

the authorized user would apply CHARTER for satellite obser-
vations. Each application consists of at least four elements
shown below.

e Task types T(g) . including floods, earthquakes, and land-

slides. It is used to identify the needed satellite remote sensing
devices to fulfill the task.

e The task area R(ea): the geographical location informa-

tion of the disaster, including longitude, latitude of the disaster
core and the affected area.

¢ Request Time T(;) : time when the authorized users sub-

mit their request to CHARTER. It is to define the nearest
available time window of current satellite.

¢ Deadline E(ta) - to limit the latest observing time for satel-

lites. Generally this property is always ignored.

2.1.2 Resources and its constraints
Resources can be classified as exclusive resources and ac-

cumulated resources. The exclusive resource mainly refers to
the satellite time window, and its exclusivity can be manifested
by Fig. 2. If the satellite time windows conflict then the satellite
can only choose one of them. The so-called cumulative re-
sources are mainly onboard power supply and satellite storage.
Take power supply for example, all the satellite activities, such
as imaging and position maneuver, will consume energy. How-
ever, as long as the left power capacity is not less than the ac-
cepted threshold the satellite can continue to work. When the
satellite flew to sunlight its solar panel can be recharged. The
resource constraints are shown as follows.

An observation window

]

Satellite field of view
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Fig. 2 Exclusiveness of the resource

e The longest working time for single-boot D(‘S): the

imaging process consumes most satellite power, so the total
time the satellite can work in a single boot process is rated.

e The maximum slew time for each circle S(Cs) . position

maneuver will also consumes great power, thus the time that a
satellite can image with different look angles is limited.

e Maximum storage capacity S(Z‘) : due to the constraint

of download link the satellite can not transmit its data back.
Instead, these data will be stored in on-board memory and when
the memory is full the satellite will not work until its memory is
clear again.

2.1.3 Time windows for task T,"

The visible time period between the satellite sensors and
ground targets that meet mission requirements (such as resolu-
tion, solar radiation, clouds and so on). Each time window can
be defined as:

e Start time S,y : start time of the observation chance.

e End time E,: end time of the observation chance.

e Duration time T, : length of the observation time.
 Look angle Agy: departure angle of the sensor when

satellite taking images of the target.
e Image data Dy, : the image data produced for each ob-

servation.
e Task priority Pgy: importance of the target, a bigger

value means a more important target.

2.1.4 Scheduled time window
It is for the tasks that have been scheduled which are defined

by start time, end time, duration time, look angle, image data
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and task priority.

To sum up, CHARTER disaster monitoring satellite sched-
uling problem is an area target oriented re-planning problem
which should take the scheduled plans, user and resource con-
straints into consideration.

2.2 Design of the system

Based on the understanding of workflow of CHARTER
mechanism, a Charter system which is used to support the
scheduling of disaster monitoring satellites is built. The func-
tion of the system is summarized in the following five aspects.

(1) Design and define system tasks. The system must ensure
the project manager of CHARTER model disaster area accu-
rately for each user request.

(2) The system should help CHARTER with the daily
management of satellites, including the updates of satellite orbit
data, operation status and maintenance of satellite’s own state.
At the same time, it also supports the management of all satel-
lite plans being performed.

(3) Calculate visible time windows between satellites and
ground targets. As the targets to be observed are mainly area
targets, the system must support the partition of them.

(4) Generate and simultaneously evaluate the final satellite
scheduling plans. And also three assessment criteria’s are de-
fined in the system.

(5) Visualize the created plans and simulate the operation of
satellites. Also, manage all the created scheduling plans.

To accomplish these tasks, the system is divided into five
modules: task description module, resource management mod-
ule, time window calculation module, plan generation and vis-
ual display module and the system control module. The overall
structure of the system is shown in Fig. 3.

[ System control module Q
A

STK command Satellite data

| STK platform
- tellite simulation
e eration
Target data
e arget Time window Ratellite  Resource
Task description — ;
calculation management

l Usable time windows

Satellite scheduling plan Plan generation and

visual display

Fig. 3 Structure of the system

3 IMPLEMENTATION OF THE SYSTEM

3.1 Task description module

The main function of this module is to turn the authorized
users’ requests into tasks that the system can identify. Then,
manage all the system tasks. System task management is primarily

reflected by the management of the data base, which can help
the CHARTER staff avoiding repetitious definitions of the
same target. For each request from authorized user, it contains
general information of the disaster such as type, location, time
and influenced scope and so on. This information can not be
directly used by the system. Task modeling is to construct a
standardized target, which comprises all the properties of each
request. This system provides two ways to define system targets:
precise definition and two-dimensional view definition.

The so-called precise definition is to define a target using its
coordinate information. The system provides an input interface
for operator of the system (project manager), through which
they can locate a detailed target. The system will generate a
corresponding target according to its latitude and longitude. If
only a pair of latitude and longitude information is given, the
system will set it to be a fixed-point target (the center of disas-
ter areas) automatically. If multiple pairs (=3) are entered, the
system will define them as an area target and connect these
points orderly, which defines the border of area target.

In contrast, two-dimensional view definition is a more intui-
tive way. The target can be generated according to mouse clicks.
The system will track and identify the mouse clicks and gener-
ate system targets accordingly. If the mouse is clicked only
once the system will take it as a spot target and if more than
three times it will be an area target. The system will connect all
these points selected by the system operator together and the
area target is created.

3.2 Resource management module

Resource management module is to realize management of
imaging resource, where resources mainly refer to satellites. Its
management includes adding satellites, satellite attribute infor-
mation query, deleting satellites and update of the satellite
status. Of these functions, the most significant is the update and
maintenance of satellite information. Considering the special
mechanism on which CHARTER is operating and the actual
situations of satellites from different agencies, the system will
access and update satellite parameters and missions everyday.

The satellite parameters here mainly refer to the internation-
ally recognized two-line orbit parameters (Liu, 2000). It is
measured with ground-based radar from the NORAD which is
jointly built by Canada and the United States. These orbit pa-
rameters stand for instant position and velocity of the satellite
in one day. According to these parameters, the system can ex-
trapolate satellite’s sub-line track and access of ground targets.

CHARTER is a contractual organization which means that it
can not interfere with the daily operation of each satellite. And
all the satellites contained in CHARTER will run regularly
regardless of the sudden occurrence of disaster. Once the disas-
ter strikes, the project manager will firstly arrange the satellite
whose capacity is spare to collect information of disasters. If all
the satellites are full-loaded, then he will choose the satellite
whose tasks are of lower priority. In a word, the observation
will be carried out and the interruption it brings to the already
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scheduled tasks should be as subtle as possible.

3.3 Time window calculation module

3.3.1 Calculation of available time window
Visible time windows between the satellite sensors and

ground targets are visible time periods that meet mission re-
quirements (such as resolution, sunlight, weather and so on).
They are the basis of satellite mission planning and can be cal-
culated through STK platform.

Though we have got visible time windows of the targets,
they might not be available. As it would conflict with scheduled
time windows. The available time windows are defined as these
that not only are visible but also have no conflicts with sched-
uled ones. And Fig.4 illustrates the available time windows.
Therefore, this module’s ultimate goal is to calculate the avail-
able time windows of ground targets.

All the visible time windows on the target can be divided
into spare time windows and conflicted ones. The spare time
windows can be used directly, that is the available windows.
For these conflicted windows, we need clearing up the conflicts
first according to task priorities. However, the conflict is not
absolute. If the target needs only one shot and the satellite pass
over it several times, then we can choose a spare time window
from multi observing opportunities.

3.3.2 Dynamic partition algorithm for area target

Generally speaking, the major disasters will affect a broad
regions and it is therefore defined as area target. Because of its
specificity, area target can not be covered by a single observa-
tion strip. To get the time windows of area targets, we need to
partition it first. An improved dynamic partition algorithm for
area target is proposed, which is based on the original determi-
nistic algorithm (Ruan, 2006; Michel et al., 2002). The detailed
partition process is described as below.

To start with the algorithm, a few denotations are defined.
Satellite sets S" ={s,s,,--,sy, }, area target sets T, ={t;,tp, -,

tn, 3. For satellite s;, it has a maximum slewing look angle

Omax(j) and a minimum angle gnin(j). The remote sensor’s field
of the regard is Ag; and the angle offset is A4 when partitioning.
Suppose that in a scheduling period satellite s; has Nj; observing

Available time window

Exchangeableti

welen T _— =]
Visual but not available time window
(conflict with scheduled time window)

window

‘:| Scheduled time window =- J Spare time window

Fig. 4 Available time window

opportunities for task tj. If we partition task t; in the kg, time
window of satellite s;, then we can get Nj; meta tasks and the vy,
meta task is noted as Ojjy.

After partition, a meta task set O; for task t; can be got and it
is notified as O; ={0;1,0;2,-++, Oy} - Ojj is the meta task set

of task t; which is partitioned according to satellite s; and
Ojj :{oijl,oijz,---,oijN"}. For each time window it might be

partitioned into several meta tasks and it constitute a meta task
set Oijkl where Oijk :{Oijkl'Oijk2’”"oijkNijk }, ke [1, N']] .

Therefore, the meta task set partitioned from task tj can be
described by Eq. (1).
Ng Nj Nij
0 =JU U o i 2, Nr} @
j=lk=1v=1

A dynamic partition algorithm for several satellites and
multi-area targets will be discussed and the process is shown in
Fig. 5.

Step 1:  Traversing each area target t; in T,,. Select a collec-
tion of available satellites according to the image type and
resolution requirements of the targets. These satellites consti-
tute a set S'.

Step 2 Traversing each satellite in S, decompose task t;
according to the selected satellite s;.

Step 3 According to satellite orbit prediction, calculate the
visible time windows Oy(i, j) between s; and t; and delete the
ones that do not meet the time requirements.

Step 4 Traversing each time window oy in Og(i, j) and
partition it orderly.

Step 4.1 For time window 0y, get the minimum and
maximum look angles of the satellite towards the vertexes of
area target t;. And they can be noted as gmin(i, j) and Omax(i, j)
respectively.

Step 4.2 Get the minimum effective look angle gs and
maximum effective look angle gg towards task t;.

‘Choosc available satellite set S'[

I

¢~Travcrsing all the satellites in S’l

minimum look angle g’ for task #

For time window set o get its w

¥
Under look angle g'calculate the start
and end time Wix Wy, of the time
l window for task . Calculate the
points of the observation strip.
Generate meta task o and gn=g’

[Calculate available time window|

set O(i, j
(i,.0) T
' g=g Al
Traversing each time window | D=0\ J oy

e and partition them orderly
O0=0\_ )0y g

O0i=0u\J Ot
Turn to the next time

\ window /

@i is the final result and
the algorithm is over

Fig. 5 Partition of the area target



LIU Xiaolu et al.: Design and implementation of scheduling system for disaster monitoring satellites of CHARTER mechanism 1021

Os :max{gmin(i:j)‘*%Agjvgmin(j)} 2

G =i { O (1) 300 G| (9

Step 4.3 Partition the area target by different look angle g',
starting with gs and moving at a step length of AA till arriving at
k-

Step 4.4  In each observation point of view, a meta task Ojj,
is generated. For meta task Ojj,, its observing angle is Qi

which equals g, start time is i, , and end time is W, .

According to Wi, and Wi, we can get coordinates of its

corresponding sub-line point. Then according to the formula of
satellite ground coverage, we can get the vertex coordinates of
the strip. By this way the whole strip is fixed on.

Step 4.5 Add all the meta tasks partitioned in the time
window oy into the set Ojjy.

Step 5 Traversing all the time windows of s; towards t; and
add all the meta tasks partitioned in these time windows into set
Ojj.

Step 6 Traversing the satellite set S’, add all the meta tasks
of task t; partitioned by satellite s; into the set O;.

Step 7 Partition all the other tasks in the same way. When
finished, return and output the final result.

Each meta task partitioned from area target is an optional
activity for the satellite. To calculate the acreage of the area
target covered by each meta task, we need to keep coordinate
information of each strip. And the coordinate information of the
strip is expressed by the longitude and latitude of the four ver-
texes clockwisely. For each meta task it can be described by a
six-tuple O, ={Aig, Tid+Sid Win: Aj, Corg} - The elements in

the six-tuple are respectively meta task id, task id, satellite id,
time window id, look angle and coordinate information for the
meta task.

3.4 Plan generation and visual display module

3.4.1 Generation of the satellite scheduling plan
The generation of CHARTER satellite scheduling plan is a

complex process. Because it has to consider all-round factors
such as satellite agencies, user requests, visible time windows,
resource constraints and so on. To simplify the problem a
rule-based dynamic heuristic algorithm is proposed, which
includes establishment of heuristic rules and dynamic
re-scheduling. Due to the limited space, only a brief description
is given here.

Five heuristic rules are established for the problem of satel-
lite scheduling under CHARTER mechanism. @ Available time
windows will be arranged first, @ tasks of high-priority take
precedence, @ tasks of less remaining observation windows go
first, @ tasks that can be transmitted back earlier will be
scheduled earlier, ® rules of manual intervention. One point
that must be pointed out is that the manual intervention rule is
the final criterion. Once intervened, all the other rules would

expire. The rule of manual intervention is out of CHARTER’s
contractual nature, which allows users to assign tasks manually.

Compare to the original scheduling plan, dynamic
re-scheduling is reflected in three aspects: insert time windows
of new tasks dynamically into satellites’ observation plan, for-
ward constraint checking and backward conflict elimination.

Insert of new task windows is a rules’ matching process.
First of all, determine whether there is human intervention and
whether the new task conflicts with scheduled tasks. If no hu-
man intervention and conflicts are found, the new task can be
inserted directly. Or schedule the tasks according to the rules
defined in the previous section. Constraint checking is to check
the rationality of the scheduling plan after inserting new time
windows. And the constraints are mainly transition time be-
tween neighboring observation, power and storage capacity.

Backward conflict elimination, which is to solve the con-
straint conflicts and ensure the scheduling plan is feasible, is
triggered by forward constraint checking. The backward trav-
ersing mechanism brings the smallest disturbance to original
scheduling plan. The conflicts here contain both local and
global ones. Global conflicts are introduced by global conflicts
such as slew time and the longest working hours. Correspond-
ingly, the local conflicts are mainly caused by the transition
time between adjacent tasks.

3.4.2 Plan evaluation and visual display
The final scheduling plan is displayed by tables, Gantt chart,

as well as pie chart. The evaluation of the plan is mainly from 5
perspectives: targets visited, access time, response time, time
resolution and coverage of the area target. The latter three are
quantitative evaluation parameters.

To display all the visited targets a table is constructed. The
columns in table include remote sensor type, maximum slew
angle of the sensor, resolution and duration of the visible time
windows.

Access time is the time periods when the satellite fly over
the target. It describes opportunities that the targets might be
observed. For each task a Gantt chart is built, all the time win-
dows of the task are annotated according to their start time.

Response time refers to the time difference between start
time of the observation window and the time when user submits
the application. It reflects time effectiveness of the satellite
towards different missions. The shorter the response time, the
sooner the satellite reacts. The earlier the task can be carried out
the less loss will be suffered. And it can be calculated by Eq. (4).

NS
Rime = I\/!,:AlX(E(a)i ~Tay) 4

Time resolution is the maximum time span of all the obser-
vation time windows for the target, which reflects the satellite’s
continued observation capability. That is, greater time resolu-
tion means the satellite owns a stronger continued observation
capability. Its calculation is shown in Eq. (5).

Tre = Mh'l_&lX(E(a)i -S(a)) ®)

Coverage of the area target is defined as the ratio of the total
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area covered to the designated observation area in a planning
period. It reflects the processing capabilities of different sched-
uling plan. In practice, it is calculated by the ratio of the num-
ber of covered strip to the total number of partitioned strip. It
can be got through Eq. (6).

Reov = % (6)

i=1
3.5 System control module

System Control module is the basis of system. It controls
operation processes of entire system and data exchange within
the system, provides a communication interface between dif-
ferent modules. It also provides a communication interface
between the system and external environment, which concerns
two aspects. The first is communication with STK. The system
needs to send its requests of creating targets and satellites, cal-
culating visible time windows between satellites and targets to
STK. The second is communication with the database. On the
one hand the system has to read the needed data from database,
on the other hand it will write to database to update system
data.

In order to realize the communication between system and
STK, an interface class library for the communication of STK
is packaged. It contains two classes: STKConnect and
STKCommand. Through class of STKConnect the connection
between STK and system can be established. Through class of
STKCommand visible time windows between ground targets
and satellites can be ordered and analyzed.

This module is the engine of system control. The operation
process of system is as follows. The system first obtains the
latest satellite information from resource management module,
including information of satellite orbit and availability. Then
transfer users’ observing requests into system tasks through task
description module. Accordingly a simulation scenario can be
created. The following step is to get available time windows.
The time window module will calculate all the visible time
windows first and then delete the conflict ones. The available
time windows will be sent to scheduling plan generation mod-
ule. In this module, all the factors are considered and a final
plan is generated. Finally, a platform is provided to display and
evaluate the plan.

In addition, the system control module also provides a hu-
man-computer interaction interface and the corresponding
communication mechanism. The system allows the manual
intervention from project managers to a certain degree, which is
to ensure the benefits of satellite agencies.

4 CONCLUSION

A scheduling system for disaster monitoring satellites is de-
signed, which is based on the mechanism and work flow of the
international charter of space and the important disaster. The

system fully considers the emergency and uncertainty of natural
disasters. Therefore, it provides users a flexible interface for
task definition and description. Through the time window cal-
culation module and a consultation mechanism, satellites’
available time windows can be acquired. The system pays great
attention to the area targets and a dynamic partition algorithm is
proposed. Then a dynamic heuristic algorithm is constructed to
generate a satellite scheduling plan. To effectively evaluate and
display the generated plan, several evaluation parameters are
defined. The system is of strong guiding significance for the
scheduling of disaster monitoring satellites. At the same time it
can support the CHARTER manager to make correct decision.
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