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Abstract: A new method of automatic region registration method based on spatially assistant planes is introduced in this paper.
The method integrates both algorithm features of the global-region registration method’s high precision and the local-region reg-
istration method’s low complexity. Spatially assistant features with the same angle and resolution are calculated from, and the
gray similarity is defined by normalized cross-correlation coefficient. By introducing the spatially assistant planes, spatially
assistant features and gray similarity are combined together to register images. Two groups of images SPOT and ASTER, ASAR
and ASTER, were tested. A mosaic was formed from the reference and re-sampled sensed images. In the mosaic, lineal features
are well-aligned, which effectively proves that the automatic registration has a high accuracy.
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1 INTRODUCTION

Image registration is the process of aligning two or more
than two images of the same scene acquired at different times,
or from different angles, or by different sensors. Auto image
registration is a core problem in computer vision and digital
image processing, especially registration between images acquired
with active and passive remote sensing sensors. Automatic
registration has been widely used in image fusion (Moigne et
al., 2006), change detection (Carlotto, 1997), medical image
processing (Maintz & Viergever, 1998), map updating, etc. The
accuracy of registration has a considerable influence on the
usefulness of the final product. During the last three decades,
many algorithms have been developed, which can be grouped
into two categories: registration based on regions and registra-
tion based on features (Maintz & Viergever, 1998).

Automatic registration based on regions uses image digital
number (DN) statistical information of regions to identify homo-
logous points. The commonly used DN statistical values inclu-
des the sum of square intensity differences between the corre-
sponding pixels, covariance, correlation coefficient (Inglada,
2002), normalized cross correlation coefficient (Kama et al.,
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2008), mutual information (Chen et al., 2003), grads (Shams et
al., 2007), etc. Automatic registration based on regions is clas-
sified in two categories: (1) Registration based on local regions,
the best value is found within a local region (Ardeshir et al.,
1986). However, sometimes in the local region there is no
matching point, which results in wrong registration. (2) Regis-
tration based on the global region, the best value is found
within the global image (Wen et al., 2002). Its result has a high
accuracy, although searching the wholly best value is a NP
(Non-deterministic Polynomial) problem and has a highly
computational complexity. Presently, automatic registration
based on regions has been used successfully in aerial images
(Lee et al., 1990), medical images (Shams et al., 2007); how-
ever, it does not make sense in the images which are lack of
texture. Automatic regional registration is based on the pixel
value of the image, and the registered result is not influenced by
the density and accuracy of features. However, there are some
disadvantages existing as follows: (1) it needs an amount of
computations; (2) it depends on the image’s gray statistical
features excessively; (3) because of basing on gray similarity, it
is adapted to registration between images with the same sensor.
For the registration between images with different sensors, the
result’s accuracy becomes lower.
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In the method of automatic registration based on feature, the
commonly used image features include point, line and plane
which are robust to image noise. The image feature can also be
classified as local or global features. Local features include
point, boundary, line and small plane, and the global features
include polygon, etc. Forstner (1986) and Hannah (1989) used
points as local features to match images, Cross and Hancock
(1995) used relation matching to process the global feature
matching. The accuracy of automatic registration based on fea-
tures depends on the accuracy of the identification of the fea-
tures; in addition, much computing time is needed in the proc-
essing of picking out features. So the automatic registration
based on feature adapts to images with dense or features which
are distributed equally.

To overcome the drawbacks of the aforementioned two
methods, recently some researchers have combined these app-
roaches. Kim and Im (2003) first used an automated algorithm
based on normalized cross correlation for the generation of
control points (CPs) from the two images; Wen et al. (2008)
combined spatial relations and organically feature similarity by
introducing a function whose independent variable is the match
matrix, which describes the correspondence of the features. But
both the aforementioned two integrated methods are limited to
registration between passive optical images.

This paper introduces a new method of automatic region
registration based on spatially assistant plane, it adapts not only
to registration between passive optical images, but also to reg-
istration between passive optical images and positive micro-
wave images. The proposed method consists of four steps:
(1) The positive and negative function transforms are used to
construct two assistant planes which include spatial features
with the same angle and resolution. (2) The small assistant
plane is defined as the object window and the bigger one as
searching window, and after automatic region searching, the

corresponding feature points in the assistant planes are obtained.

(3) The positive function transform is applied to obtain the
corresponding feature points in the images. (4) Statistical
analysis is carried out on all the feature points to select points
with a high reliability to comprise the best feature point set.
These points are used in a least square equation to generate the
transform- ation model, with which, the sensed image is regis-
tered and the automatic registration is achieved.

2 AUTOMATIC REGION REGISTRATION METHOD
BASED ON SPATIALLY ASSISTANT PLANE

Spatial features and gray similarity are combined together to
register images by introducing spatially assistant planes. This
method’s flow chart is depicted as Fig. 1.

In the process of picking out spatially assistant planes’ fea-
tures, positive and negative function transforms are introduced.
The approach is explained as follows: based on the image coor-
dinates and geographical coordinates of the four boundary
points in an image, the positive and negative function expressions
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Fig. 1  Flow chart of automatic region registration method based on
spatially assistant plane

can be constructed using an affine relation. The positive func-
tion computes the image coordinates of feature points from the
corresponding geographical coordinates; and the negative func-
tion computes the geographical coordinates of feature points
from the corresponding image coordinates.

2.1 Determine the features of spatially assistant planes
by the positive and negative function transforms

This process is divided into three steps: (1) based on the
image coordinates and geographical coordinates of the four
boundary points in the reference and sensed images, the posi-
tive and negative function expressions of the reference and
sensed images are constructed respectively. In addition, the
reference image refers to the image to which the sensed image
is aligned. (2) The feature points of the reference images are
extracted in terms of the same spaces automatically, and their
image coordinates are recorded. Based on the negative function
transform, their corresponding geographical coordinates are
obtained. (3) By defining the resolution of the reference image
as the standard resolution, every feature point as the center, two
groups of assistant planes are constructed. The information of
every pixel in the assistant plane includes three aspects: plane
coordinates, geographical coordinates and gray value.
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The small plane has a same resolution as the reference image
and 0°, and its size is fixed manually. Based on every feature
point’s geographical coordinates, the geographical coordinates
of every pixel in the small assistant plane are obtained. By using
the positive function transform, the corresponding reference
image coordinates are obtained, and then processed by bilinear
interpolation, every pixel’s gray value within the plane is obtained
from the reference images.

The larger plane’s resolution and angle are identical to the
small one, and its size is obtained based on the originally geo-

graphical error between the reference and sensed images. Every
pixel’s geographical coordinates and gray value are computed
from the sensed image by the same method as the acquisition of
every pixel’s information in the small plane.

In Fig. 2, (a) is the small assistant plane; 101x101pixels,
resolution 15m, gotten by positive function transformation and
bilinear interpolation from the white-pane region in the (b); (c)
is the bigger one, 201x201pixels, resolution 15m, gotten by
positive function transformation and bilinear interpolation from
the white-pane region in the (d).

Fig. 2 The assistant planes of images
(a) small assistant plane, 101x101 pixels, resolution 15m; (b) reference image chip, the region in white rectangle is corresponding to (a), resolution 15m; (c)
large assistant plane, 201x201 pixels, resolution 15m; (d) the sensed image chip, the region in white rectangle is corresponding to (c), resolution 30m; the
positions of cross threads in (b) and (d) denote a couple of feature points

2.2 Automatic regional registration

Considering that the images are taken at different times, by
different sensors or from different viewpoints, normalized
cross-correlation coefficient is adopted as a similarity measure.

Normalized cross-correlation coefficient is a matching
method based on statistical correlative theory. Firstly defining
target window and searching window, when the target window is
moved iteratively in the searching window, the gray values of
the target window and the child window corresponding to the
target window are inputted into target function (Eq. (1)), and
then the normalized cross correlation coefficient is computed.
The location with the highest value is the best matching location.
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In Eq. (1), C(u,v) is normalized cross-correlation coefficient
with a range [-1,1], x and y are the pixel coordinates in the
target window, u and v are the offset values of the target win-
dow relative to the searching window, T(x,y) is the DN value of
the pixel in the reference image, I(x,y) is the DN value of the
pixel in the sensed image, s is equal DN value of the target
window, and 4 is equal DN value of the sensed window.

After the gray feature is defined, the feature points could be
searched by using of the two spatial assistant planes with a
universal resolution and angle. The smaller of the spatially
assistant planes is defined as the target window, and the larger
one as the searching window. Based on the above-mentioned

C(u,v)=

method, the corresponding feature points with geographical and
plane coordinates are obtained.

2.3 Find the corresponding feature points by using
the positive function transform

Based on the geographical coordinates of the feature points
in the two assistant planes, the corresponding reference and
sensed image coordinates are obtained by the reference and
sensed images’ respective positive function transforms. In Fig.
2, the positions of cross threads (b) and (d) denote a couple of
feature points.

2.4 Image registration

Considering that not all the corresponding feature points are
correct points, after the statistical analysis on the entire feature
point set, the false points are removed, and the points with a
high reliability are selected to comprise the best feature point
set. The transform model (Eq. (2)) is obtained after inputting
the best point set into the least square equation (Ackermann,

1983).
X' _2 a & x| |Ax )
{y’} {bl bjM{Ay] @

where 4 is scale value, a;, b; (i = 1,2) are the oriented cosines
formed by the angle function rotation angles, [Ax Ay]" is trans-
lation vector, [x y]" is the coordinates in the sensed image, and
[x’ y']" is the coordinates after registration. After linearizing Eq.
(2), the error equation and normal equation are obtained. The
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transform model’s parameters are obtained by computing the
above equations. With the help of this model, the sensed image
is registered and the automatic registration of images is
achieved.

3 EXPERIMENTATION AND ANALYSIS

To validate the feasibility of this algorithm, two pairs of im-
ages, comprising ASTER and SPOT, ASAR and ASTER were
used as experiments.

3.1 Registration of SPOT and ASTER images

SPOT and ASTER images covering the city of Zhangye
town, Gansu Provience, China were registered (Fig. 3). The
SPOT image was defined as the reference image, and the
ASTER image as the sensed image. In the SPOT image, feature
points were picked out automatically with a distance 101 pixels
from each other in the northern and eastern orientation. By
defining a feature point as the center, the corresponding small
assistant plane was constructed with a size of 101x101 pixels;
based on the original geographical error between SPOT and
ASTER images, the large plane was constructed with a size of
201x201 pixels. After applying the algorithm introduced in this
paper, 256 couples of feature points were obtained. Fig. 4 was
the normalized cross correlation coefficient for all the feature
points.

The SPOT and ASTER images were acquired at different
times and by different sensors, thus the feature points’ normal-

Fig. 3 Original experimental images of SPOT and ASTER images
(Zhangye town, Gansu province)

(a) SPOT image(pan band), taken on March 29th, 2008, 2000x2000 pixels,
resolution 2.5m, angle 0°, defined as reference image; (b) ASTER image
(2,3,1 bands), taken on May 23rd, 2008, 500x500 pixels, resolution 15m,

angle 10.3862°, defined as template image
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Fig. 4 Distributing plot of normalized cross-correlation coefficient
(NCCC) for SPOT and ASTER images

ized cross correlation coefficients tend to be low. After much
experimentation, the smallest threshold of normalized cross
correlation coefficient is 0.3, which means that the feature
points with a coefficient bigger than 0.3 are correct common
points, while the others with a coefficient smaller than 0.3 are
not. The best feature point set was formed by the feature points
with a coefficient greater than 0.6.

Fig. 5 is the result images after registration. Fig. 5(a) is the
registered ASTER image with a same angle and resolution as
SPOT image. In order to display the accuracy of registration, the
different parts of SPOT image and registered ASTER image are
picked up to build a new image which is depicted as Fig. 5(b),
from the left, SPOT and registered ASTER image are respec-
tively displayed. By comparing to the original ASTER image
(Fig. 3(a)), it is indicated that every kind of objects and texture is
smooth and natural in the intersecting place, which effectively
proved that the registration result has a high accuracy.

3.2 Registration of ASAR and ASTER images

ASAR and ASTER images covering the city of Beijing,
China were registered (Fig. 6). ASAR image was defined as the
reference image, and ASTER image as the sensed image. In the
ASAR image, every feature point was picked out automatically

Fig. 5 Registration resulting images of SPOT and ASTER images
(a) registered ASTER image and local room figure, with the same angle and
resolution as SPOT image; (b) Mosaic image and the local room figure,
which is obtained by picking up the different trips of SPOT and registered
ASTER images, from the left, registered ASTER and SPOT images are
respectively displayed
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with a distance 101 pixels from each other in the northern and
eastern orientation. The small assistant plane’s size was fixed as
101x101 pixels; based on the geographical error between
ASAR and ASTER images, the other plane was constructed
with a size of 201x201 pixels. After processed by the algorithm
introduced in this paper, 81 couple feature points are gotten. Fig.
7 is the distributing chart of all the feature points’ normalized
cross correlation coefficient.

ASAR image is SAR (synthetic aperture radar) image,
whose value is the back scattering energy of objects; while TM
is optical image, whose value is the reflected or emissive radi-
ant energy of objects. The imaging mechanism between them is
different which results in that all feature points’ normalized
cross correlation coefficients are wholly lower. After much
experimentation, the smallest threshold of normalized cross
correlation coefficient is 0.2. The best feature point set is
formed by the feature points with a coefficient bigger than 0.25.

Fig. 8 is the result images after registration. Fig. 8(a) is the
registered ASTER image with a same angle and resolution as
ASAR image. Fig. 8(b) is a new image which is built by pick-
ing up the different parts of ASAR image and registered
ASTER image. By comparing to the original ASAR image (Fig.
6(a)), it is indicated that every kind of object such as roads,
rivers and buildings is smooth and natural in the intersecting
place, which effectively proved that the registration result has a
high accuracy.

Fig. 6 Original experimental images of ASAR image and ASTER
image (Beijing City)

(a) ASAR image (HH polarized), taken on April 27th, 2004, 1000x1000
pixels, resolution12.5m, angle 0°, defined as reference image; (b) ASTER
image (2,3,1 bands), taken on April 9th, 2004, 1500x1500 pixels, resolution
15m, angle 10.3862°, defined as template image
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Fig. 7 Distributing plot of normalized cross-correlation coefficient
(NCCC) for ASAR image and ASTER image

(b)

Fig. 8 Registration result images of ASAR image and ASTER image
(a) Registered ASTER image obtained by automatic region registration
method based on spatial assistant plane, with the same angle and scale as the
reference image; (b) Mosaic image obtained by picked up the different trips
of Registered ASTER image and ASAR image, from the left, Registered
ASTER image and ASAR image are respectively displayed

4 CONCLUSION

Aiming at the problem in the active and positive remote
sensing images’ registration, this paper brings forward a new
method of automatic region registration based on spatial assis-
tant plane, which combines spatially assistant plane’s feature
and gray feature. This algorithm is not only of high accuracy
which is similar to the registration based on the whole region,
but also of a lower computational complexity and quick speed
because that the searching of feature points is limited in the
assistant plane with spatially consistent features, not in the
whole image region. This algorithm is adapted to images which
have big difference in angle and resolution between them. In
addition, by using of the normalized cross correlation coeffi-
cient to define the gray similarity, the influence of the differ-
ence between images’ tone on registration result is reduced,
which makes the algorithm more robust.
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