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Abstract:

Supervised classification in remote sensing imagery is receiving increasing attention in current research. In order to

improve the classification ability, a lot of spatial-features (e.g., texture information generated by GLCM) have been utilized.
Unfortunately, too many features often cause classifier over-fit to a certain features’ character and lead to lower classification
accuracy. The traditional feature selection algorithms have an unstable classification performance which depends on the number
of training samples. This study presents a rough set based ensemble remote sensing image classifier (briefly denoted as RSEC).
It partitions feature set into a lot of reducts, and constructs training subset by utilizing these reducts. Each training subset trains
an artificial neural network (ANN) classifier; the decisions from all the base classifiers are combined with a voting strategy. This
approach can reduce input features to a single classifier, and it can avoid bias caused by feature selection. The RSEC classifier
has been compared with the direct ANN method and the traditional feature selection method. It can be seen from the result that
RSEC has better classification accuracy and more stable than the others.
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1 INTRODUCTION

Land use/cover information has been identified as one of the
crucial data components for many aspects of global change
studies and environmental applications. The development of
remote sensing technology has increasingly facilitated the ac-
quisition of such information (Ouyang & Ma, 2006). How to
extract accurate and timely knowledge about land use/cover
from remote sensing imagery relies upon not only the data
quality and resolution, but also the classification techniques
used. Therefore, improvement of remote sensing classification
accuracy is always a concern. Many data mining technologies
e.g. Per-pixel based maximum likelihood, fuzzy classifications,
object-oriented multi-resolution segmentation, artificial neural
networks, decision tree-based classification and rule-based
classification, have been used in supervised or unsupervised
remote sensing classification (Leung et al., 2007).

Additional spatial-features (e.g., texture information gener-
ated by GLCM) derived from spectrum can provide more in-
formation for classifier to improve classification accuracy
(Shaban & Dikshit, 2001). Unfortunately, not all the spatial
features obtained by diverse parameter or method are helpful
for the classification (Aguera, 2008). Huge amounts of irrele-
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vant features may result in over-fitting and maybe lead to the
classifier’s poor performance (Lei et al., 2007).

In order to solve the problem, three methods are utilized at
present: (1) Principal Component Analysis (PCA), which in-
volves an orthogonal linear transformation procedure that
transforms a number of possibly correlated variables into a
smaller number of uncorrelated variables which have greater
variance. The drawback of PCA is that many non-influenced
features may be composed into dimensions and have higher
proportion, which can decrease classification accuracy (Chou et
al., 2006); meanwhile, with the lack of geographical meaning,
the composed dimensions are difficult to explain. (2) Feature
selection, which selects sub feature set by statistics, rough sets
and genetic algorithm etc. Feature selection also has draw backs.
First, many methods depend on the number of training samples,
if training set is small then it would select small sub feature set,
and useful feature may be filtered. Second, classifier’s ability
maybe unstable which produced by a small sub set selected
from a large feature set, if feature number is large (especially its
number larger than 100) many methods would be inefficient
(Rokach, 2008).

Remote sensing data varied in character, we can’t expect
some sub feature set or some classifier have better performance
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at all the circumstance. Combining outputs from multiple clas-
sifiers, known as ensemble classifier, is one of the standard and
most important techniques for improving classification accu-
racy in machine learning (Bryll, 2003). For the ensemble
method, the training set is randomly sampled into many subsets,
classifiers trained by each subset and the output of these classi-
fiers is combined to produce the output of the ensemble by
voting strategy. Combining a set of diverse classifiers each has
diverse classification space (misclassified samples not overlap)
will lead to powerful classification ability.

Ensemble classifier training set split methods have two
categories: resampling and feature partition. Bagging and
boosting are the most popular methods of resampling, they
obtained sub training set by random selection and add atten-
dance rate of misclassified samples (Opitz & Maclin, 1999).
Feature partition split feature set into several subsets, each sub-
set has all the train object and a part of feature set (Tumer &
Oza, 2003). Experiments show that feature partition method’s
performance is better than resampling (Rokach & Maimon,
2005). Well designed feature partition method can improve
classification accuracy, reduce affect by too large dimension,
increase training speed and avoid over-fitting. The key problem
is how to obtained sub feature set which has good classification
ability from feature set.

Rough set theory (RST) proposed by Pawlak (1982) is an
extension of conventional set theory that supports approxima-
tions in decision making. The advantage of rough set theory is
that it does not need any preliminary or additional information
about data. It has also been conceived as a mathematical ap-
proach to analyze and conceptualize various types of data, es-
pecially to deal with vagueness or uncertainty (Pawlak, 1982,
1999). In rough set theory, reducts are particular subsets of
features which provide the same information for classification
purposes as the full set of features.

This study obtained several reducts from a feature set; each
reducts trained an artificial neural network (ANN) classifier,
and combined these classifiers into Rough Set Ensemble Re-
mote Sensing Image Classifier (RSEC). The RSEC integrated
with discretization algorithm, make rough set can be applied to
continuous spatial feature data of remote sensing image. Dif-
ferent from popular discernable matrices method, on the basis
of rough set this study proposed a novel algorithm derived from
QuickReduct, it can obtain reducts which do not overlap except
the core and more suited to large number of features. This study
applied RSEC to remote sensing classification, and discuss its
advantage by compared it with other classifiers.

2 PRELIMINARY KNOWLEDGE ON ROUGH SETS

According to Pawlak (1982, 1999), an information system (S)
can be viewed as a table of data, consisting of objects (rows in
the table) and features. It can be defined by a pair S= (U, A),
where:

(1) U is a nonempty finite set of objects called the universe
of discourse;

(2) A is a nonempty finite set of features;

(3) For every a€ A, there is a mapping a: U — V,, where V,
is called the value set of a.
A decision table is an information system of the form S=(U,
AU {d}), where dgA is a distinguished feature called a decision
feature.

With any Pc Au{d} there is an associated indistin-
guishable relation IND(P) given by:

IND(P) ={(x,y) eU?|vaeP,a(x) = a(y)} @)

This corresponds to the indiscernible relation for which two
objects are equivalent if and only if they have the same vectors
of feature values for the features in P, i.e., if (x, y) EIND(P),
then x and y are indiscernible by features from P. The partition
of U, determined by IND(P) is denoted by U/P or U/IND(P),
which is simply denoted the set of equivalence classes gener-
ated by IND(P):

U/P=®{U/IND({a})|a <P} (2)
where AQB={X nY |VX € AVY € B, X NY = ¢}. The equi-
valence classes of the indistinguishable relation with respect to
P are:

[x]p ={y U [(x,y) € IND(P)} ®)

Based on the indistinguishable relation, we can define lower
and upper approximations. Let X €U, X can be approximated
using only the information contained within R:

R-lower approximation: Xg ={x|[x]g = X} 4)

R-upper approximation: X¢ ={X|[X]g N X = ¢} (5)
If Xg#Xg then the pair (Xg, Xg) is called a rough set.

With the lower approximation and the upper approximation we
can define the positive, negative and boundary regions for a set
XEeU:

POSR(X) = Xg (6)
NEGR(X)=1- X5 U]
BNDg(X) = NEGg(X)—POSg(X) 8)

An important notion in rough set is dependencies between
features. Feature Q depending on R (feature dependency, de-
noted as y) is defined by:

Card( U
X <IND

Card(U)

POSR (X
0 r(X))

7r(Q) = )

where Card(*) is the cardinality of a set. Q depends totally on R
if y=1, partially on R if 0<y<1 and not on R if y=0.

Reducts are particular subsets of features which provide the
same information for classification purposes as the full set of
features. For a decision table S=(U, AU{d}), a reduct is for-
mally defined as a subset R of the conditional feature set A such
that yr(d)=ya(d). A given data set may have many feature reduct
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sets, and the collection of all reducts is denoted by
R={X:XcAyx(d)=rald)} (10)
Core is the feature subset which cannot be deleted from any
reduct, otherwise the discernibility of the system will decrease.
Core={X : X < A yx (d) = 7a(d)} (11)
Rough set theory discloses the fact that there exist multiple
subsets of features which can keep the classification informa-
tion of the original data. This would be helpful to construct the
ensemble classifier.
FeaturePartition
Input:  Decision table S=(U, A {d})
Output: Reduct set R
Stepl: R—¢ core « FindCore(S)
Step 2: Acandidate — A-{core}

3 CONSTRUCT ENSEMBLE CLASSIFIER BASED
ON THE ROUGH SET

3.1 Feature partition algorithm

Feature partition algorithm can split decision table S=(U, A
{d}) feature set A into several subsets, and each subset keeps

the classification information of the original data. Feature Parti-
tion can be written as follows:

Initialize R to empty set and search core features by FindCore algorithm

Set Acandigae With candidate feature

Step 3: X~ FindReduct (core, Acndigate: S)  Search a reduct from Agangigare Y FindReduct algorithm.

Step 4: WHILE X #¢

R=RU{X}

Acandidate — Acandidate™ {X}

X — FindReduct(core, Acandidate: S)

END WHILE
Step 5: return R
FeaturePartition algorithm calls FindCore and FindReduct
algorithm. Core is the feature subset which cannot be deleted

FindCore

from any reduct. FindCore algorithm can search core based on
Equ.(9) as follows:

Input:  Decision table S=(U, AU {d})
Output: Core
Stepl: Core—¢ C-A
Step 2:  WHILE If exists acC satisfy ya<ya_{a
the feature a is core feature add this feature into Core set
Core — Coreu{a}
C-C-H{a}
End While
Step 3:  Return Core

Several methods to find reducts have been proposed in
rough set research. Most of these methods are extended from
the discernable matrices method (Skowron & Rauszer, 1992) or
the QuickReduct algorithm (Chouchoulas & Shen, 2001). Dis-
cernable matrices method constructs matrix and obtains the
prime implicants through representation of the Boolean func-

FindReduct

Input:  Core features set

Output: A reduct set reduct

Step 1: reduct— ¢

Step 2: WHILE  #equet<ia

Core;

tion. QuickReduct algorithm adopts dependency degree (as
shown in Equ.(9)) as reduct finding criterion. QuickReduct
algorithm can’t find all the reducts, but it’s time complexity and
space complexity relatively low when features number is large.
FindReduct is derived from QuickReduct, it can improve Quick-
Reduct by considering core features and candidate features:

Candidate feature set Acandgigate; d€Cision table S=(U, AU {d});

IF  exists acAcangidate MaKe Jeguct < Jreductu{a} THEN

reduct — redcut U{a}

ELSE
cant find a redcut in Acangidate
return ¢
END IF
END WHILE

Step 3: return reduct

Acandidate « Acandidate _{a}
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3.2 Discretization

A decision table constructed by remote sensing data may
contain integer-valued attributes (e.g., spectral bands) or
real-valued attributes (e.g., texture information). These attrib-
utes usually have a large number of values (called continuous
attributes). If the decision table with a large number of attribute
values (relatively number of objects in U) is analyzed, then
there is a very little chance that a new object will be properly
recognized by matching its attribute value vector with the rows
of this table, Therefore, discretization, which is a process that
quantifies the numeric data into intervals, and assigns each
interval a discrete value, is necessary to achieve a higher qual-
ity of classification.

A supervised classification task requires a training data set
consisting of M examples, where each example belongs to only
one of S classes. F indicates any of the continuous attributes
from the mixed-mode data. Next, there exists a discretization
scheme D on F, which discretizes the continuous domain of
attribute F into n discrete intervals bounded by the pairs of

Decision §=(U, AU {d})
constructed by training set

numbers:
D :{[dg,d;].(dy,d5].....(dp_1.dp 1},

To the rough set data in same interval can’t be discerned and
in different interval can be discerned. Lots of discretization
algorithms have been proposed; in our study we adopt a sim-
plest equal width algorithm. Interval number is the same as the
class number adopted by lots of algorithms as default parameter
(Kurgan & Cios, 2004).

3.3 Construct ensemble classifier

RSEC'’s construction have three steps: (1) Construct training
set into decision table S=(U, AU{d}), and establish a discre-
tized decision table using gray-level thresholds obtained by
equal width algorithm. (2) Use FeaturePartition algorithm split
feature sets into several reducts R,. (3) Each R constructs a
decision table S,=(U, R,U{d}), each decision table trains an
artificial neural network (ANN). (4) Classifier decides an ob-
ject’s class by voting from each ANN’s decision. As illustrated
in Fig. 1:

| Reduct R, H

Discretization

| Reduct R:|—>-|

L o] a2 |

S=(U", AU {d})

Feature partition

Voting ,

Decision

s, }—.| ANN,

| Reduct R. }_"|
R

S=(U, R\U {d}) :

Ensemble classifier

Fig. 1 The construct procedure of RSEC

Any classifiers (such as neural networks, decision tree and
SVM, etc.) can act as sub-classifier, this article uses multi-layer
perceptron artificial neural network as sub-classifier. ANN was
designed by Matlab. Layer corresponding remote sensing data
is input into the first lay, it uses tansig as transfer function.
Output layer corresponds to the number of classes and raingd
was used as training function.

4 EXPERIMENTAL RESULTS

This research chooses Landsat-5 TM image (October
30, 2006, orbit number 114/26, image size 684 x 844) covering
the whole of Honghe National Nature Reserve (HNNR)’s. The
land use/cover categories in the study area include Marsh Land,
Forestland, Meadow, Dry Farmland and Paddy Field. Six spec-
tral bands were used (including blue (Band 1), green (Band 2),
red (Band 3), near-infrared (Band 4) and two mid-infrared
(Band 5 and 7)). In order to study the relationship between
large number of features and classification , this study utilizes
eCognition to segment remote sensing image by object-oriented
method and total 76 different object features were extracted
(Table 1).

Table 1 Test data set’s attribute list
Feature category Object features Number of features

Mean 6
Brightness 1

Spectral
Max-diff 1
Standard deviation 6
Contrast 6
Correlation 6
Dissimilarity 6
GLCM Entropy 6
Homogeneity 6
Mean 6
Standard deviation 6
Contrast 6
GLDV Entropy 6
Mean 6
Length/width 1

Shape

Shape index 1
SUM 76
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Based on field experience aided, 1000 independent samples
were extracted in the experiment, including 500 as training set
and 500 as test set. In order to verify the relation among algo-
rithms, features and sample numbers, 500 training set is further
split into 50, 100, 150, 200, 250, 300, 350, 400, 450, 500 num-
bers by random selection.

The construction of ensemble remote sensing image classi-
fier based on Rough set can be divided into two steps: (1) Use
Visual C# 2.0 implement discretization and feature partition
based on rough set, each of R constructed a decision table and
export to files. (2) Use Matlab construct Card(R) numbers of
ANNSs, each ANN was trained by the corresponding decision
table. Classifier decides an object’s class by voting from each
ANN’s decision. Because of the ANN’s training may have
equal gradients with several directions training function would
randomly select the drop direction, this strategy may lead to the
subtle difference of classification accuracy, even use the same
set of training data. Therefore, our study gives the classification
accuracy based on the mean value of 5 times training results.

In order to verify the classification ability, RSEC was com-
pared with ANN classifier and feature selection + ANN (feature
selection use QuickReduct algorithm). Three methods’ classifi-
cation accuracy can be seen from Fig. 2: RSEC’s classification
accuracy reaches minimum (85.96%) at 50 samples and maxi-
mum (92.36%) at 400, the classification accuracy is 91.8% at
500. ANN’s classification accuracy is 63.84% at 50, it reaches
the maximum (83.96%) at 250 samples, and 81.88% at 500.
That of Feature selection + ANN reaches the maximum
(83.92%) at 50 samples, and 77.96% at 500, reaching the
minimum (74%) at 350 samples.

Only use ANN tends to converge to local minimum when
sample number is small, its generalization ability is weak,
therefore classification accuracy is low. When ANN use more
samples this situation has improved, but still lower then
RSEC’s lowest classification accuracy at 50 samples. Feature
selection + ANN'’s classification accuracy is unstable, it maybe
decrease when samples number increase. Only RSEC’s per-
formance is stable (Table 2).

Table 2 Three methods classification accuracy in each number

of training samples

5 times training result’s mean value

Training set size

ANN Feature selection + ANN RSEC

50 63.84 83.92 85.96
100 74.80 79.88 88.00
150 80.92 78.8 91.84
200 82.88 78.44 89.44
250 83.96 77.76 91.52
300 80.12 77.24 91.00
350 79.44 74.00 90.28
400 81.92 83.04 92.36
450 83.08 76.76 92.04
500 81.88 77.96 91.80
Mean 79.284 78.78 90.424

Three methods’ result comparison can be seen from Fig. 2. It
used training set size as abscissa, classification accuracy com-
parison between different methods as ordinate. As can be seen
from Fig. 2(a) the RSEC’s classification accuracy compared
with ANN is improved, especially at small samples, with the
increase of training set size improved degree showed the down-
trend. Fig. 2(b) show the comparison between RSEC and Fea-
ture selection + ANN, RSEC’s classification accuracy is higher
then feature selection + ANN at all the training set size. Fig. 2(b)
is comparison between feature selection + ANN and ANN,
Feature selection + ANN is unstable, classification accuracy is
increase at 50, 100 and 400 samples, but decrease at 150, 200,
250, 300, 350, 450 and 500 samples.
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Fig. 2 The classification accuracy comparison of three methods
(a) The comparison of RSEC and ANN; (b) The comparison of RSEC and feature
selection +ANN; (c) The comparison of feature selection +ANN and ANN

Three methods’ running speed can be seen from Table 3 (the
mean value of running 5 times, accurating to seconds). In the
training stage ANN only need train a classifier model, so speed
is fastest. Feature selection + ANN need feature selection be-
fore train classifier model, it’s training speed is similar to ANN
when samples is small, but significantly increased when sam-
ples are big. RSEC need traversal data several times and train
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several ANN, so training speed is slow, it reach 108 seconds at
500 samples. Remote sensing image classification can be per-
formed after training stage; its speed has great relationship with
classifier’s complex degree. Feature selection + ANN is sim-
plest so speed is fasted, ANN need all the features so its speed
is slower. ANN need run several sub-classifier, running speed
relate to sub-classifier’s number, its speed is slowest, but classi-
fication efficiency is still high, whole image’s classification
only need 10 to 13 seconds. It will be seen that even RSEC
need more training time, but classification efficiency is still
high.

Three methods’ highest classification result can be seen
from Fig. 3(b), (c) and (d) respectively. Fig. 3(a) is the original
TM image. In Fig. 3(b) ( ANN at 250 samples) the misclassifi-
cation phenomenon of Forestland and Dry Farmland, Dry
Farmland and Meadow are quite serious. Compared with Fig.
3(b), classification effect in Fig. 3(c) (Feature selection + ANN
at 50 samples) was improved, but misclassification phenome-
non are also significant at the border between different classes.
Fig. 3(c) represents the classification result by RSEC, its mis-

classification and border is improved compared with the other
two methods.

Table 3 The running speed comparison of three methods

Train.ing ANN Featurc;s:llﬁctlon + ANN
etsize Tirﬁi;- Clatsis(JiI]ica- Training Clatsis(JiI]ica- Tirzign- Classification
50 6 8 6 6 47 13
100 6 8 7 5 49 12
150 7 7 9 6 41 13
200 8 6 14 6 61 10
250 8 7 15 6 67 10
300 9 8 17 6 67 10
350 10 8 22 5 82 10
400 11 7 26 5 97 11
450 11 8 32 6 119 10
500 12 8 32 6 108 10

- Forestland - Meadow - Marsh land - Paddy field I:l Dry farmland

Fig. 3 The results of three classification methods’ land use classification
(a) TM image (4, 3, 2); (b) ANN; (c) Feature selection +ANN; (d) RSEC
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5 CONCLUSION AND DISCUSSION

Remote Sensing classification is a traditional and eternal
topic. In order to improve classification accuracy when surface
condition is very complex, additional spatial features on the
basis of spectrum were adopted. Unfortunately, too many fea-
tures would bring new challenge to remote Sensing classifica-
tion. The effective combination of dimension reduction and
spatial features will benefit to improve the classification accu-
racy.

Traditional feature selection method of rough set has draw
backs of unstable and depends on samples’ number excessively.
RSEC can partition feature set into a lot of reducts, and con-
structs training subset by utilizing these reducts, the decisions
from all the sub-classifiers are combined with a voting strategy,
on the one hand it can reduce input features to a single classifier,
on the other hand it can avoid bias caused by single classifier,
and improve the classification accuracy. The RSEC classifier
has been compared with the direct ANN method and the tradi-
tional feature selection method. It can be seen from the result
that RSEC has better classification accuracy and it is also more
stable than the others.

Because of the complex structure of RSEC, RSEC need tra-
versal data several times when partition feature set, this would
consume more time. Increase partition speed is the key problem
for quickening the algorithm running speed. If granularity parti-
tion training set by rough set discern relation, construct decision
feature and granularity index, would improve algorithm tra-
versal data only one time. We will further study granularity
partition and index construction, further improve RSEC’s effi-
ciency.
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IND(P) ={(x,y) eU 2 |[vaeP,a(x)=a(y)} (@)

X oy P ,

X, ¥y P

U U/P  U/IND(P):
U/P=®{U/IND({a})|ac P} (2
AQB={XNY|VX e AVYY eB XNY =4
P :
[x], ={y €U [(x,y) € IND(P)} 3)
X U, X :
R- D Xg ={x|[¥Jr < X} (4)
R- D Xg ={XI[Xlg " X = ¢} (5)
Xg # Xz (Xgs X3)
X U
POSg (X) = Xg (6)
NEGR (X) =1-X5 @)
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R={X:X cAyx(d)=ra(d)} (10)
(Core) ,
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A AttributePartition
AttributePartition
Input: S=(U,A {d})
Output: R
Stepl: R« ¢ core — FindCore(S) R , FindCore
Step 2. Acandidate — A-{COre} Acandidate
Step 3: X< FindReduct(core, Acandidates S) Acandidate X
Step4: WHILE X #¢
R=RuU{X} X R
Acandidate A Acandidate' {X} R Acandidate
X « FindReduct(core, Acandidates S)
END WHILE
Step 5: returnR R
AttributePartition FindCore (9)
FindCore FindReduct (FindCore),
FindCore
Input: S=(U, A {d})
Output: Core
Step1l: Core<¢ C«A
Step2:  WHILE aeC VA <VarLa}
a , Core
Core « Coreu{a}
C«C-{a}
End While
Step 3:  Return Core
9) QuickReduct
Discernable matrices (Skowron & Rauszer, 1992) :
QuickReduct (Chouchoulas & Shen, 2001)
Discernable matrices FindReduct QuickReduct
QuickReduct
FindReduct
Input: Core; Acandidates S=(U,A {d});
Output: reduct
Step 1:  reduct < ¢
Step2: WHILE  yrequet <7a
IF ae A«:andidate Vreduct < ¥reduct {a} THEN
reduct «— redcut U{a} Acandidate < Acandidate _{a}
ELSE
Acandidate y
return ¢
END IF
END WHILE

Step 3:  return reduct
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3.2 .
( : (Equal width)
) ( ) (Kurgan & Cios, 2004)
, (Continuous attributes) 3.3
: €
(Discretization) S=(U, A {d}), :
S'=(U, A {d}) (@
a A, AttributePartition A
: R () R Rn
D :{[do,dy],(dy, d3]...., (d g, dy I} Si=(U, Ry {d}),
, (4) :
1
m@;&gﬂuzﬂaﬁmmw}: PSS TTTT Tt rTTmTnmTs
. S=(U, AU {d}) | g{ﬂﬁﬁ'l I—-Iﬂll??[il;s, }—:Pl AR |
b (2w, |—{IGHs | i |
S=(U", AU {d}) . . : .
: : : e -
b4 | BRI
: SYHHRE
| 2omir, | IGIE 5. |—>] 422 n
R S=URUMY) | L
1
( , 500
SVM ), RSEC , 500
50, 100, 150, 200, 250, 300, 350,
400, 450 500
(multi-layer perceptron, MLP)BP Matlab
, )] Visual C# 2.0
tansig , , R
purelin traingd X (2) Matlab Cal’d(R)
4 L
Landsat-5 TM (2006-10-30, 114/26, ’ 5
684x844), / ( 1)
5 , RSEC
1-5 7 6 + ( QuickReduct
, eCognition ) )
, RSEC BP

1000 500 3 2 RSEC
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x1 IBHFEMEMIIR

(GLCM)

(GLDV)

P PO O Ol O O O O O OO0 Pk P O

~
(=2}

x2 SMINGHEARANB=MAE S XD LREENE

5
+ RSEC
50 63.84 83.92 85.96
100 74.80 79.88 88.00
150 80.92 78.8 91.84
200 82.88 78.44 89.44
250 83.96 77.76 91.52
300 80.12 77.24 91.00
350 79.44 74.00 90.28
400 81.92 83.04 92.36
450 83.08 76.76 92.04
500 81.88 77.96 91.80
79.284 78.78 90.424
, 50
(85.96%), 400
(92.36%), 500 91.8%
50
63.84%, 250
(83.96%), 500 81.88%
( )
50 (83.92%), 500
77.96%, 350
(74%)

, RSEC 50
+ 1
RSEC
3 2
, 0
, 2(a) RSEC
2(b) RSEC +
, +
, RSEC 2(c)
+
] + 1
50, 100 400 : 150,
25
15F
5_
‘5‘50 100 150 200 250 300 350 400 450 500
-15F
FEAA U
—25L
(a)
25
I15F
=
2 Sto
iE 100 150 200 250 300 350 400 450 500
5
w -15F
= s FEAABUA
T (b)
25
15k
5_
5L
50 100 150 200 250 300 350 400 450 500
—15F
sl AU
©
2 3
(a) RSEC ; (b) RSEC +

; (€) +
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200, 250, 300, 350, 450 500
( )!
+
RSEC
2 )
3 3(
5 )
RSEC
, 500 108s
+
, RSEC
10—13s RSEC
£ 3 IMAEETREITLE
+ RSEC
50 6 8 6 6 47 13
100 6 8 7 5 49 12
150 7 7 9 6 41 13
200 8 6 14 6 61 10
250 8 7 15 6 67 10
300 9 8 17 6 67 10
350 10 8 22 5 82 10
400 11 7 26 5 97 11
450 11 8 32 6 119 10
500 12 8 32 6 108 10

3(b) (o)

RSEC 3
3a
250),

RSEC

RSEC

(d)

™

(R

RSEC

3(b)(

3(b)
50)

SEC)

o 3(e)(

3(d)

RSEC

, RSEC
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e e
3 3
(@TM  (4,3,2); (b)
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