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Optimal integration-based adaptive direction filter
for INSAR interferogram
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Abstract: In this paper, we present a new InSAR phase filtering method based on optimal integration. The algorithms can
preserve very well the phase details while at the same time smoothing out the noise. Firstly, we use statistical method to deter-
mine the number of windows used for the filtering. It is an empirical constant associated with coherence. Secondly, eight linear
directional windows are singled out, within each window a filtering is performed, and at the same time the mean coherence for
each window is calculated. The proposed filtering will linearly combine a certain number (which has been determined in the first
step) of the eight directional windows. However, directional windows with smaller filtering standard deviation will be given pri-
ority. Finally, the new phase value is calculated in terms of the weighted mean value of chosen linear windows. In this step, op-
timal integration is used to determine the weight of each directional window. The proposed filter is adaptively implemented by
altering the number of the linear windows selected for filtering according to the coherence. Strategy of using both linear win-
dows and optimal integration makes great difference in the filtering and achieve a good tradeoff between phase noise suppress-
ing and signal preserving. Experimental results with both simulated and real data sets show that the new filter reduces the noise

effectively while still minimizing the loss of signals.
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1 INTRODUCTION

Interferometric synthetic aperture radar (INSAR) has been
successfully applied to measure surface topography (Zisk, 1972;
Zebker & Goldstein, 1986) and monitor ground deformation
(Massonnet et al., 1993; Ding et al., 2004) over time. However,
the accuracy of the topography and deformation measurement
is highly dependent on the quality of the interferogram (Li et al.,
2004). The application of INSAR to digital elevation model
(DEM) production and deformation monitoring encounters
problems due to noise in the interferometric phases, which is
caused by various decorrelation factors, such as temporal, geo-
metrical, Doppler centroid decorrelation, and thermal noise
(Zebker & Villasenor, 1992). In addition to introducing noise
into the DEM and deformation measurements, phase noise can
also cause pseudo phase residues and hinder the process of
phase unwrapping (Zebker & Villasenor, 1992).

Several techniques have been proposed in the literature to
reduce interferometric phase noise. They mainly contains peri-
odic mean filter (Eichel & Ghiglia, 1993), Goldstein spectrum
filter (Goldstein & Werner, 1998; Baran et al., 2003; Li et al.,
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2008), adaptive complex filter (Lee et al., 1998), etc. The most
commonly used filter by ESA and JPL is the boxcar mean filter
applied in the complex plane, which usually blur the fringes of
the interferogram. The adaptive filter proposed by Goldstein
and Werner (1998) is implemented in the frequency domain and
has been widely used in SAR data processing. It is easily used
and can give very good result when the noise is not strong.
However, when the noise is very strong, the filter does not work
well, as most of the signals in the interferogram, especially the
fringes and the edges will be filter out when using a large filter
parameter « (« varies between zero and one). These errors will
propagate into DEM and deformation measurements. The adap-
tive complex filter proposed by Lee et al. (1998) can preserve
the edges effectively, as the filter conducts local phase unwrap-
ping, gradient calculation, fringe detection, and directional
window selection. These processes help a great deal in preserv-
ing fringes and edges, but on the other hand let the algorithm
rather time-consuming. Moreover, the interferometric noise can
cause errors in the step of phase unwrapping, which make the
algorithm not robust. In this paper, we present the optimal inte-
gration and linear directional filter algorithms to the complex
plane filter. The number of the linear windows used is deter-
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mined according to the coherence of the interferogram.

This paper first introduces the directional filter algorithms of
radar interferogram. Then the optimal integration-based adap-
tive direction filter algorithm will be discussed in details. In
Section 4 and 5, the proposed filter will be validated with
simulated and real data sets, respectively, followed by the con-
clusion.

2 DIRECTIONAL FILTER ALGORITHM

2.1 Phase noise characteristics

It has been validated that the phase noise in interferogram is
additive and with zero mean (Lee et al., 1998). In the
fringe-normal direction, the frequencies are in a wide band in
which the real fringe signal and phase noise overlap and cannot
be separated clearly. In contrast, in the fringe-tangential direc-
tion, the gray-level distribution is nearly constrained in a nar-
row band around zero, thus the fringe frequencies can be
clearly separated from high-frequency noise. Consequently, on
the fringe-tangential direction, a common low-pass filter, such
as the mean or the median filter, can easily filter out the
high-frequency noise without distortion of the real fringe signal
(Yuetal., 2002).

Therefore, when the phase gradient is small, i.e., the phase
changes slowly, we can do two-dimensional (2D) FFT and
smooth the Fourier spectrum in frequency domain. In most
cases, we can obtain satisfactory result. However, if the local
topography or the deformation change vastly, the generated
interferometric phase will include dense fringes and edges and
also belong to high frequency components, which overlaps with
noise and cannot be separated clearly. In this case, if filtering
with directional window, we can easily filter out
high-frequency noise without distortion of the real fringe and
edge signal.

2.2 Directional filter algorithm (Yu et al., 2002)

Directional filter is also called spin filter in some literatures
(e.g., Yu et al., 2002). Based on the noise characteristics (i.e.,
the gray-level changes slowly in the fringe-tangential direction),
the filter conducts mean filter or median filter in directional
window with small gray-level gradient. It can be implemented
as the following steps:

(1) A window of nxn (e.g. 7x7) pixels is chosen. Within the
window, eight isogonic lines in different directions are ex-
tracted as filtering lines. Fig. 1 shows the schemes of the iso-
gonic lines.

(2) The mean and variance are calculated along each filter-
ing line, and the one with the smallest variance is defined as
fringe-tangential direction.

(3) Since the fringe-tangential direction is determined, one
dimensional mean filter or median filter is implemented along
that direction.

(4) A directional filter is completed by repeating the above

N
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Fig. 1 Diagram of the direction of stripes

process for every pixel over the whole image.

Directional filter first analyses the phase gradient by means
of variance values, and then determine the filter line (i.e., the
fringe-tangential direction) according to phase gradient, and
finally implement the mean filter along the filter line. The algo-
rithm minimizes signal loss of the interferogram especially the
fringes and edges, when filtering out noise. But if the noise is
strong, an interferogram is often under-filtered, as only 7 to 9
pixels are averaged in the filtering. If the interferogram is with
low coherence and strong noise in large patch, the problem will
become serious. Meanwhile, the edges in interferogram are
often badly sharpened after applying the filtering, which also
results in serious phase distortions.

3 OPTIMAL INTEGRATION-BASED ADAPTIVE
DIRECTION FILTER

3.1 Line of thought

In Wavelet Transform-based image filtering, the image is
decomposed into time-frequency domain, and then filtering is
applied in each frequency. The filtered image can be recon-
structed using the filtered frequency components. In this paper,
we decompose the image into linear windows in several direc-
tions, and then optimal integration is adopted to rebuild the
image using the filtered results in linear windows. As small
variance criterion is used when selecting linear windows, i.e.,
the pixel with the smallest gradient is selected for filtering,
which can greatly help to preserve the fringes and edges of the
interferogram.

As we all know, the phase of an interferogram is wrapped,
and the complex plane filter is used to solve the problem (Liao
et al., 2003). The complex plane algorithm filters the real and
the imaginary part of an interferogram respectively. Firstly, the
mean value and variance of each linear directional window is
calculated. Then a certain number (which has been determined
use statistical method) of the eight directional windows are
singled out and within each window a filtering is performed.
Directional windows with smaller standard deviation (SD) will
be given priority. Finally, the new phase value is calculated in
terms of the weighted mean value of chosen linear windows. In
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this step, optimal integration is used to determine the weight of
each directional window. The new filtered phase image can be
rebuilt using the filtered real and imaginary part of the inter-
ferogram.

3.2 Linear windows selection

To preserve the fringes and the edges, the filter window is
particularly divided into eight linear windows. Fig. 1 shows the
schemes of the eight linear windows. The approach can assure
that the pixel selected for filtering is most similar to the true
phase and can preserve the fringes and edges effectively.

The coherence between the two SAR images can be recog-
nized as a direct measure of the interferometric phase noise.
When the coherence is high, the phase noise appears low. On
the contrary the noise is very strong when the coherence is low.
In this paper, we relate the number of the filter windows chosen
for filtering to the coherence. In areas of high coherence (less
noise), we use less linear windows for filtering, which can as-
sure that the phase will not be over-filtered. However, in the

areas of low coherence (high noise), we use more linear win-
dows for filtering, which can suppress the noise more effec-
tively.

To determine the optimal number of linear windows used for
filtering, we used the statistical method introduced by Li et al.
(2008). Firstly, 500 DEMs are simulated with the universal
multifractal technique. Then the phases of interferogram are
simulated based on each of the simulated DEMs. In the process
perpendicular baselines are chosen randomly between 50 and
200 m. The final phases are achieved by adding the interfer-
ometric noise simulated according to the coherence value. Fi-
nally, phase filtering is applied to the 500 simulated interfero-
grams. For each interferogram, one to eight linear widows inte-
gration filtering are implemented separately. The RMS values
calculated with the real phases as reference are used as criteria
when evaluating the results. The result with the smallest RMS
will be considered as optimal, and the number of linear widows
for the optimal filtering is recorded. The results based on the
simulated studies are given in Table 1.

Table 1 Statistics of results for determining the optimal number of liner windows for different coherence

Number of occurrences of linear windows 1, 2, ..., 8 as optimal value

Coherence

1 2 3 4 5 6 7 8
0.1 0 0 0 0 0 0 0 500
0.2 0 0 0 0 0 0 0 500
0.3 0 0 0 3 23 43 48 383
0.4 3 1 47 1 10 254 142 42
0.5 43 246 67 35 17 12 7 73
0.6 338 134 12 1 0 0 4 11
0.7 367 118 9 1 1 0 1 3
0.8 314 140 21 2 2 4 9 8

According to the statistic results based on totally 32000
times filtering of the simulated interferograms, as shown in
Table 1, we can get the optimal empirical constant of the num-
ber of linear windows chosen for filtering with different coher-
ences:

when y >0.8

when 0.5<y < 0.8

when 0.4< y <05 (1)
when 0.3<y <04

when y < 0.3

=z
Il
© o v B o

where y is coherence value, and N is the number of the linear
widows. when N=0, no filtering will be done.

3.3 Optimal integration (Gong et al., 2007; Li et al.,
1998)

The new phase value is calculated in terms of the weighted
mean value of chosen linear windows. Optimal integration is
used to determine the weight of each directional window. In
this study, the weight is determined based on the reciprocal of

standard deviation. The optimal integration-based adaptive
direction filter can then be written as:

m= iwimi (2)
i=1

where m is the filtered value, m; and w; is the mean and the
corresponding weight of the i linear window, and N is the
number of the linear windows used for filtering. In Eq.(2) the
weight w; is calculated as follows:
w =§/Li2 i=1,2,--,N ©)
Zl/of
K=1

2

where o, is the variance of i linear window. Following the

statistic theory, we can get that the variance of the filtering
value is less than that of any selected linear window:

6% = <min(o? i=12--N) @)
>
k=1

So the proposed filtering has better noise reduction than that of

O
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any single linear window.

3.4 Algorithm description

The developed optimal integration-based adaptive direction
filter can be implemented following the steps of:

(1) Filter the phase image by a 3x3 complex mean boxcar
filter. This is a preparatory step that intents to improve the ro-
bustness of variance estimation.

(2) Compute the phase standard deviation and mean value of
the eight linear directional windows. The sketch map is shown
in Fig. 1.

(3) Select the number of linear directional window N used
for filtering according to the coherence value. The relationship
of the number of directional windows and coherence value is
shown in Eq.(1). In the linear filter windows selection, direc-
tional windows with smaller filtering standard deviation will be
given priority. Meanwhile the weights will be calculated by
Eq.(3).

(4) Combine the selected directional windows using optimal
integration method. In this step, the mean value of the N direc-
tional widow is linearly combined with the weights calculated
based on the reciprocal of standard deviation.

In addition, we have taken two measures to improve the ro-
bustness of the algorithm. Firstly, the center pixel is not in-
cluded in the calculation of the mean and variance of the direc-
tional windows, which make great sense when the pixel is noise
itself. Secondly, the introduction of the 3x3 preparatory mean
boxcar filter, which can improve the accuracy of the variance
evaluation and thus the optimal integration accuracy.

In optimal integration, the weight of the directional window
is determined based on the reciprocal of the standard deviation,
which makes the weight of the pixel wiht small gradient large.
So the filter can preserve the fringes and the edges of the phase
perfectly, while at the same time suppress the noise effectively.
In the study, we find that using linear windows of less than four
can almost make no distortion to the fringes and the edges.
Experiments of filtering the noise-free interferogram show that
the edge preservation index is larger than 0.9 and the RMS
keeps smaller than 0.1. So the directional filtering with less
linear windows can be used iteratively where the noise is
strong.

4 VALIDATION WITH SIMULATED DATA

The performance of the new filter will be evaluated with
simulated data set in this section. The noise-free interferogram
is simulated by GAMMA software using the true DEM of
Lengshuijiang County, Hunan province, with the parameters of
L band and perpendicular baseline of 258 m. A coherence map
is also simulated considering the thermal, the temporal and the
geometrical decorrelation (Hanssen, 2001). A phase SD table is
obtained based on the coherence map. Then the phase noise are

simulated based on the corresponding phase SD table and
added to the noise-free interferogram to form the experiment
interferogram (Baran et al., 2003). The performance of the new
filter is evaluated by comparing the filtered interferogram with
the original noise-free one.

To validate the performance of the new filter, comparisons
with Lee filter (Lee et al., 1998) and Goldstein filter (the pa-
rameter « is adopted as 0.5) (Goldstein & Werner, 1998) will be
made. The simulated interferogram and the interferograms fil-
tered with the above three filters are shown in Fig. 2.

Fig. 2 shows that the new filter has the strengths of both the
Goldstein and the Lee filters. It can not only filter out noise like
Goldstein filter, but also preserve the fringes and edges as Lee
filter. The filter can minimize the signal loss while at the same
time suppress phase noise effectively. For a closer examination
of the results, cross sections of line 250 are extracted from each
of the filtered interferogram and the original phase. The dia-
gram of the cross sections is shown in Fig. 3. It is obvious that
the phase by the new filter is smooth and with sufficient details.
Comparing the results of the three filters with the original phase,
we can see the results of the new filter have nearly the same
profiles as that of the original noise-free interferogram. The
new filter preserves the signal details perfectly, and is of great
fidelity to the original phase.

For a quantitative evaluation of the performance of the fil-
ters, the following assessment criteria are adopted:

(1) Phase standard deviation (PSD). The criterion is a meas-
ure of the phase smoothness, and the smaller the PSD, the
smoother the phase. It is calculated as follows (Goldstein &
Werner, 1998):

1
ZN<¢<i.j)—¢(i,j»2]2 -

PSD=Z[ N1

where N is the number of samples in the window, ¢(i, j) is

the phase of the pixels in the window, ¢(i, j) is the complex

mean value of the pixels in the window, and i is the line number
and j is the width number.

(2) Edge Preservation Index (EPI). The criterion is a meas-
ure of the capability of fringe and edge preservation. The closer
the value to 1, the better the fringe and edge preservation in the
filtered interferogram. It is calculated as follows (Han et al.,
2003):

(16 (i 8)— s (i 42, 3)| + | (i §) — 5 i 5 +2))
(|0 i i) —do (i+2,3)|+|eo (i, i)~ o (i, i +2)))

where (i, j) is the filtered phase and ¢y (i, j) is the refer-

EPI = (6)

ence phase. However, as the phase of the interferogram is
wrapped, the difference of the original and filtered phases can
be close to 2x, rather than a small value. In this case, the phases
are actually approximately the same, and the error is caused by
the phase wrapping. To minimize the effect of phase wrapping,
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Fig. 2 Simulated interferogram and their filtered versions with three filters
(a) Simulated phase with noise; (b) Results of Lee filter; (c) Results of Goldstein filter; (d) Results of New filter
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Fig. 3 Cross sections of line 250 of the simulated and the
filtered interferograms
(a) Original Phase; (b) Phase with Noise; (c) Lee Filter;
(d) Goldstein Filter; (e) New Filter

we calculate the difference of the two pixels by adding or sub-
tracting 2r in this paper. The same strategy is also used in the
following RMS calculation.

(3) Root Mean Squares (RMS). The criterion measures the
deviation of the filtered interferogram to the reference one, i.e.,

the simulated noise-free interferogram. The smaller the RMS,
the closer the filtered phases to reference phases. It is calculated
as follows:

s - JZ(%(U)—%(LJ'))Z -

N-1
where ¢ (i, j) is the filtered phase, and ¢ (i, j) is the ref-

erence phase. N is the number of samples in the window.

(4) Phase residues (Liao & Lin, 2003). Residues mean phase
inconsistency or jump in the interferogram. They are caused by
phase noise or natural topographic jump. The less the residues,
the better the quality of an interferogram. Thus, it is one of the
most important and widely used criteria for filters evaluation.

Table 2  Evaluation results of different filters
(simulated interferogram)

Phase

Filter algorithm PSD EPI residue

RMS/rad

Noise-free interferogram 92762 - - -

Noisy interferogram 324490 8.5053 16287 0.9142
Lee Filter 116380 1.6473 2 0.2381
Goldstein Filter 157520 3.4335 1313 0.4416

New Filter 101310 1.0595 4 0.2015
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The numerical validation results of the filters are listed in
Table 2. Contrast to Goldstein filter and Lee filter, the new filter
has smaller PSD and RMS values, indicating the interferogram
filtered by the new filter is smoother. A further study shows that
the PSD of the new filter is smaller than that of Goldstein filter
when adopting filtering parameter ¢=0.9. Moreover, the EPI of
the new filter is closer to 1 than the Goldstein and the Lee filter,
i.e., the new filter preserves better the fringe and edge. There-
fore, the new filter has not only better smooth capability, but
also better signal details preservation. As for residues reduction,
the new filter is almost the same as Lee filter, with a reduction
rate of 99.98%. The new filter show strong ability in residues
reduction.
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1000
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(e)

5 VALIDATION WITH REAL DATA

An ALOS PALSAR pair acquired on 19 June and 19 Sep-
tember 2007 over Henan province will be used to assess the
performance of the new filter. The perpendicular baseline and
the temporal baseline are about 282m and 90 days respectively.
The SAR images are processed with GAMMA software until an
interferogram with curved Earth phase trend removed is got.
We choose a region of 1000 X 1000 pixels with significant
topography so that there are plenty of fringes and edges in
the interferogram. The interferogram is filtered with the new,
the Goldstein and the Lee filters and the results are shown in
Fig. 4.

200 400 600 800 1000
(d)

Fig. 4 Real interferogram filtered with 3 filters
(a) Original phase; (b) Results of Lee Filter; (c) Results of Goldstein Filter; (d) Results of New Filter

The results show that the new filter can filter out the noise
effectively while at the same time preserve the details of the
interferogram. Especially in the upper-middle part of the inter-
ferogram, the phase is reconstructed very well by the new filter.
However, the results of Goldstein filter appear rather blurring.
The numerical statistic results are shown in Table 3. From Table
3, we can see easily the new filter performs much better than
the Goldstein and the Lee filter in both the criteria of PSD and
phase residues. Most importantly, with the need of phase un-

wrapping, the Lee filter is rather time-consuming. In this ex-
periment, Lee filter costs almost six hours (Table 3).

6 CONCLUSIONS

The proposed filter is adaptively implemented by altering
the number of the linear windows selected for filtering. Coher-
ence is chosen as parameter to determine the number of the
linear filtering windows. Optimal integration is used to
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Table 3 Evaluation results of different filters
(real interferogram)

Reduction
Filter Algorithm PSD Pr]ase Rate Of. Operating
residues phase resi- Time/min
dues/%
Real 1507300 137177 - -
Interferogram
Lee Filter 641210 1412 98.97 349.75
Goldstein Filter 972610 29009 78.85 1.32
New Filter 514330 939 99.31 6.18

combine the selected directional windows. The linear direc-
tional windows, which are selected based on the fringe fre-
quencies characteristic of tangential direction, make great sense
in fringe preservation. The new filter considers the local statis-
tic characteristic of the interferogram and can be implemented
adaptively by the introduction of coherence. In the areas of low
coherence (high noise), more linear windows are included for
filtering, which can suppress noise more effectively. However,
in areas of high coherence (less noise), less linear windows are
used for filtering which can assure that the phase is not
over-filtered. Experimental results with both simulated and real
data sets of L-band show that the filter proposed in this paper
can filter out noise efficiently and have almost no blurring ef-
fect and phase distortion to the interferometric fringes.

In this study, we find that signal loss cannot be avoided be-
cause of the intrinsic restriction of filtering, whatever we mod-
ify the filter to. Especially, when the noise is strong (the coher-
ence is smaller than 0.1), most filters cannot give satisfied re-
sult. When the noise component is more than that of the signal,
the phase can not be reconstructed by filtering.

The proposed algorithm performs very well in phase noise
suppressing and signal details preserving. However, when the
fringe is quite dense, the result is not promising. In addition, the
complication of the algorithm is yet to be improved and further
study are still needed in the future.

Acknowledgements: The images used in the paper are pro-
vided by Japan Aerospace Exploration Agency under project
AO-430.
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0.4 3 1 47 1 10 254 142 42
0.5 43 246 67 35 17 12 7 73
0.6 338 134 12 1 0 0 4 11
0.7 367 118 9 1 1 0 1 3
0.8 314 140 21 2 2 4 9 8
1 500
32000 , (2)  Ix7 , 1 8
N : 1)
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o i N l
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PSD = Z[
Gy,
]
)
( , 2003)

N-1

. 40,

N

)

1
2
J (%)

EPI (Edge Preservation Index)

EPI = S — — (6)
Dl (i 0) = o (i +2, §)|+|do (i §)— o (i, 5 +2)|
(i) )
21
27
3 (RMS)
- NN
RMS:\/Z(%(LJ)_%(I,J)) (7)
N-1
. (i J) . (i)
N
(4) (Residue point number)(
& , 2003)
2
2 X Lee  Goldstein
, PSD RMS ,
(PSD) Goldstein 0.9
F 2 EHTHHEMERKE S RIENIEFRXT L
PSD RMS/rad
EPI
92762 - - -
324490 85053 16287 0.9142
Lee 116380 1.6473 2 0.2381
Goldstein 157520  3.4335 1313 0.4416
101310 1.0595 4 0.2015

1.0595, Lee Goldstein
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282m Gamma
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Lee , 4
, Goldstein
3 3
, PSD ,
Lee Goldstein , Lee
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6h( 3)

%3 EXTHRAEEREREMAIRERER R8Tt

PSD 1% /min
1507300 137177 - -
Lee 641210 1412 98.97 349.75
Goldstein 972610 29009 78.85 1.32
514330 939 99.31 6.18
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