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Abstract:

In order to solve the problems that how to mine and express classification knowledge and rules in current remote

sensing image classification, this paper introduces a new data mining theory of formal concept analysis, and realizes the conno-
tation reduction of concept based on the minimum coverage of sets for ensuring the simplicity of classification rules. Meanwhile,
the Fang city of Hubei province is selected to carry out the formal concept analysis theory to mine the land-use types classifica-
tion rules, and construct a heuristic classifier based on the mined classification rules. The result shows that the mined classifica-
tion rujes have higher credibility, and the constructed classifier has higher accuracy compared with supervision classification and
C4.5 algorithm, which proves that the theory of formal concept analysis provides a new method to achieve remote sensing image

classification.
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1 INTRODUCTION

Remote sensing image classification has been attached great
importance by researchers over the years, which aims to con-
firm the discriminative criterions of different surface features
(Sun, 1997). However, the disadvantages of traditional visual
interpretation classification method were the poor timeliness
and repeatability, and the interpretation resuits were difficult to
compare and converse varying from person to person. In recent
years, the automatic classification technology has been exten-
sively carried out with the development of artificial intelligence,
which included supervised classification, non-supervised clas-
sification, decision tree, neural network classification, support
vector machine, expert knowledge classification and so on (Sun
2007). For example, Chen (1996) combined pattern recognition
and artificial intelligence technology to classify the Landsat TM
image; Xiong (2000) carried out the neural network algorithm
on high spectral remote sensing imagery of Beijing; Chen
(2007) utilized the decision tree algorithm C4.5 to mine
land-use types classification rules on the Landsat ETM image
of Fuzhou; He (2006) implemented support vector machine on
the remote sensing image classification, The methods men-
tioned above improved the classification precision in some
extent. However, the disadvantages of these methods in practi-
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cal application included: the classification rules mined by neu-
ral network algorithm were difficult to understand because the
knowledge were implicatively embedded in its network; the
kernel function of support vector machine was hard to selected
in experiment, and it has problem of classification knowledge
expression which is the same the neural network algorithm; the
algorithm of decision tree ignored the relations of attribute sets.
Thus, in order to solve the deficiencies mentioned above, this
paper introduces a new data mine theory of formal concept
analysis (FCA) into remote sensing image classification, the
theory can completely express the various modes among data
attribute sets and provide a new idea to achieve the classifica-
tion knowledge acquisition in remote sensing image classifica-
tion research.

2 FORMAL CONCEPT ANALYSIS THEORY

The formal concept analysis theory proposed by Wille in
1982, was a theory of data analysis and rule mined according to
building concept lattices based on the formal context (Wille,
1992). Every concept comprises intension and extension in
concept lattice. The extension of concept represents a set of
objects. The intension of concept represents the common fea-
tures that all objects in the extension have. Concept lattice re-
flects entity-attribute relationships between objects. The corre-
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sponding Hasse diagram vividly visualizes the relations be-
tween concepts (Wille, 1989). Thus FCA has been adopted as a
tools to analysis data and mine various knowledge from data-
base.

2.1 Definition

Definition 1: A formal content is briefly defined as a triplet
set K=(GM,R), where G is a set of objects, M is a set of attrib-
utes, and R is the binary relationships between G and M.

Definition 2: In the formal content X, there is a mapping re-
lation between the power sets of G and M:

VAgG: f(A)={me M |Vge A, gRm)}

VBC M :g(B)={ge G|Vme B,gRm}
where the mapping relations of function fand g is called Galois
mapping between the power sets of G and M, so it is also called
as Galois lattice.

Definition 3: A couple (A, B) derived from formal context K
is called a basic concept, which satisfies:

ACG,BcM,f(A)=B,g(B)=A
where A is called the extension of concept (A, B), and B is
called the intension of concept (A, B).

Definition 4: In the concept lattice, partial order relation “<”
between concept Cy=(A, B) and C,=(A,, B,) is defined as C;<
C,, when satisfies Aj C A, (& B, D B,). ( is called the
sub-concept (son) of C,, and C; is called the sup-concept (fa-
ther) of C,. That is, the relationship between C, and C is the
relationship of father and son. If C,<C,, there is not a concept
C=(A, B) that satisfies C,<C<C,. C,<C, is called an immedi-
ate-sub-concept-relation between C, and C,.

According to the partial order relation, concept lattice can be
denoted by a labeled line diagram. Every node of the diagram
represents a concept, and the line connecting the nodes ex-
presses the relationship of generalization and specialization
between these nodes. The line diagram is called Hasse diagram
which is a visual denotation of concept lattice. Table 1 is the
formal context K=(G, M, I), and the Hasse diagram of its con-
cept lattice is denoted by Fig. 1.

2.2 Construction algorithm of Concept Lattice

The process of constructing concept lattice is clustering
concepts. There is only structure to the same data set by carry-
ing out different algorithms to build concept lattice. Therefore,
the merit of concept lattice is not affected by order of data or

Table 1 Example of formal context

M
I a b ¢ d e f g h i
1 1 0 1 0 0 1 0 1 0
2 I 0 1 0 0 0 1 0 1
G
3 1 0 0 1 0 0 1 0 1
4 0 1 1 0 0 1 0 1 0
5 0 | 0 0 0 0 1 0 0

(£1.234.5).9)
9

(1 dacfht)

(#.{abcdefghi})

Fig. 1 Concept lattice of the example

attribute sets. On the other hand, the size of concept lattice is
exponential times growth with the number of objects and prop-
erties of formal content. Thus, how to construct concept lattice
is always a major research field. In this study, an efficient algo-
rithm is carried out by dividing into two main processes: (1) to
a known concept (A4, B), all direct super-concepts of which are
calculated by Neighbors algorithm (Jian & Hu, 2001); (2) itera-
tively employing Neighbors algorithm to every concept to gen-
erate Hasse diagram. The algorithm can quickly estimate
whether a node of Hasse diagram has been generated or not
according to organizing the generated nodes as a dictionary
index.

2.3 Method of mining classification rules

Known from the characteristics of concept lattices, the in-
tension of every concept is viewed as a maximal frequent
item-set. Therefore, concept lattice as one of data structures is
very suitable to extract association rules from database, because
the classification rule is a special form of association rule when
the latter parts of rule are the decision-making properties of
rules. Thus, to a concept who included sort property, we only
need to judge whether the node satisfied the threshold of confi-
dence and support or not. If the concept met the conditions, the
classification rule is expressed that the sort property is regarded
as the latter part of classification rules, and other attributes of
the concept are viewed as the condition parts of the rule.

Theorem: Supposing K ={G,M,R}is a decision-making
content, M =CuUD, R=R.UR,, where C is the condition
attribute set, D is the sort attribute set, Rc < GxC is the
condition relation set, and Rp < Gx D is the attribute relation

set. If By € C,Bp c D, then the rule By — By of K is a

classification rule when it satisfies Bg, c Bgl (Zhai, 2006).

The support degree of classification rule is defined as
Nins _class(Bcy, Bp;)
Ui

Bp) is the number of instances which belong to class Bp, and

, where Nins_class(BCI,
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meet the condition attribute set B¢, (consider the repetitious
instances), and U is the number of all instances in the formal
content.

The calculated method of support degree are as follows:
firstly, counting the number of the extension set of the top node
in the concept lattice, which includes all objects in formal con-
tent; secondly, counting the number of the extension set of the
nodes which include sort attributes. Therefore, the formula of

Op x100% , where Oy is
top

the number of the extension set of the nodes who fit with the
qualification, and O is the extension set of the top concept.
The confidence degree of the rule is defined as:
Nins _class(B¢, Bp,)
Nins _ref (B))
number of instances who satisfy the condition attribute set B¢,
(consider the repetitious instances), Nis fBci, Bp;) is the

support degree of the rule is: Sup=

C(BC] e BD]) =

, where Nigs_ref(Bcy) is the

number of instances who belong to class Bp, and meet the con-
dition attribute set B¢, (consider the repetitious instances).

The calculated method of the confidence degree is as fol-
lows: to a concept who includes sort attribute, firstly, counting
the number of the extension set of its parent node and judging
whether the intension set of the parent node is composed of the
condition attribute set of the original concept node or not. If the
parent concept node exists, then counting the number of the
extension set of the nodes. Therefore, the formula of confidence

Op

degree is: Conf = x100% , where Ob is the number of

Oparent
the extension set of the nodes which fit with the qualification,
and Opuren: is the number of the extension set of the parent con-
cept. If the parent concept node does not exist, then the confi-
dence degree is 100%.

2.4 Intension reduction of concept

In order to guarantee the property set of B — Bp, with-

out redundancy in the formal content, the concept nodes re-
quired to reduce intension attributes while maintaining the ex-
tension set without change, which is defined as:

Definition 5: To a given concept C = (0, Dy), if the set D,

satisfies the conditions:

(1) g(D2)=g(D1)=0;;

(2) To arbitrary D3 D2, exists g(D3) D g(D2)=01;

Then the set D, is viewed as one of the reduction sets of in-
tension of the concept C.

In order to fulfill with the intension reduction of concept, the
minimum coverage theory of group sets is carried out in this
paper as follows:

Definition 6: To a given group sets FM={M,, M, --*, M, },

where the set M is defined as the minimum coverage of FM, if
it meets the condition:
()VMie FM(M nMi = D) ;

QVM' c M3Mie FM(M'nMi 2 D)) ;

Definition 7: To a given concept node C=(0;, D)) and its

subset D2 ¢ D1, D, is the minimum coverage of group sets
{D=D5(04.D5) is the parent concept of C}, where D, is de-
fined as one of the reduction sets of intension of the concept C.

According to the definition mentioned above, how to dis-
pose the intension reduction of concept is translated into how to
get the minimum coverage of group sets, the algorithm of how
to get the minimum coverage of group sets is described in detail
in reference (Xie, 2001).

3 EXPERIMENT AND ANALYSIS

In order to carry out the formal concept analysis theory on
remote sensing image classification, the Fang City of Hubei
province is selected as the study area in this paper. The col-
lected original data include Landsat ETM (acquired on June 15,
2000), 1 : 100000 digital topographic maps, administrative

divisions maps, land-use types maps in 2000.

3.1 Feature extraction of remote sensing images

The spectral characteristics value of different bands is the
corresponding DN values of bands (band TM6 is not chosen
because of its lower-resolution compared with others in this
paper), and the correlation characteristics of bands are denoted
as the normalized difference index between bands. The formula

T™; -TM; .
(i,j=1,2,3,4,5,7;i # j). The texture

77 TM; + T

is: NDI

characteristics are extracted by carrying out grey-level
co-occurrence matrix method on the panchromatic band of
Landsat ETM, in which the moving window of the method is
set as 3x3, the parameter of moving length is set as 1, and the
value of moving angle is set as 45°. The selected eight texture
characteristics include mean, variance, inverse variance, con-
trast, non-similarity, entropy, second moment and relevance.

To the geographic data, 1 : 100000 topographic maps are
firstly vectorizated to DEM. Then slope maps are extracted
from DEM on the Arcgis 9.2 platform according to re-sampling
and spatial-adjust referring to the original remote sensing im-
ages. Lastly, the elevation and slope features data are projected
as two new *bands” to the uniform coordinate system of remote
sensing images.

3.2 Data processing and analysis

In order to reduce errors caused by artificial selecting sam-
ple data, an auto image clipping program is developed by IDL
based on the ENVI 4.2 platform. The unit of image clipping
object is the plot of land-use types map. Meanwhile in order to
avoid the data error caused by interpreting accuracy of land-use
types map, the most frequency value of histogram in plots is
statistic as the characteristic values, which compose the
multi-resource spatial database. The database structure is shown
as Fig. 2.
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According to field survey and data statistics in study area,
the main land-use types were divided into grassland, woodland,
dry land, paddy fields and water body. Meanwhile, in order to
guarantee the accuracy of classification rules mined from the
database, 5133 sample data are selected and every land-use type
approximately equals. On the other hand, convenient for com-
parative analysis of the various characteristic values, every
characteristic value is normalized to range 0—255 by the for-

Y = Ymin

Ymax ~ Ymin

mulas: Y = %255, where the range of normalized

difference index between bands are (-1, 1), the scope of eleva-

tion are (200m, 2200m), and the bound of slope are (0°, 69°).

The statistical curves of all characteristics are shown in Fig. 3.
Known from the curves of spectral character Fig. 3(a), the

plots of different land-use types are obviously distinguished in
TM3, but not clear in TM1 and TMS5. Meanwhile, water-body
can be distinctly discerned from others except TMS, but the DN
value of dry land, grassland, paddy field and woodland are
relatively similar in all bands. However, it is not easy to distin-
guish dry land and paddy field from grassland and woodland
because the selected images are obtained in summer and crops
grow well.

Fig.3 (b) shows the curves of normalized difference index
between bands (NDI). Abscissas 1—15 represent NDII2,

NDI13, NDI14, NDI15, NDI17, NDI23, NDI24, NDI25,
NDI27, NDI34, NDI35, NDI37, NDI45, NDI47, and NDI57,
respectively. The curves show that the NDI of TM3 and TM4,
TM?7 and TM4, TM3 and TM5, TMI and TM3, TM1 and TM7

[ Multi-resource database

A

l

[ Spectral characteristics | | Texture characteristics ]

| Geographic data —I

| Band 1—5, 7 | ’ND[IZ—ND157 l

A

[ Slope, elevation, land use type maps |

| Mean, variance, covariance inverse, contrast, non-similarity, entropy, second moment and relevance I

Fig. 2 Structure of multi-resource database
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have higher ability to distinguish, while the index bétween ™I

and TM2 was almost unable to discern. Therefore, the NDI of

TM1 and TM2 are not selected for mining classification rules.
Fig. 3 (c) shows the curves of texture characters. Abscissas

1—8 represent mean, variance, inverse variance, contrast,

non-similarity, entropy, second moment, relevance, respectively.

Known from the curves of texture characters, all characters are
almost entirely consistent except inverse variance, so the index
of inverse variance is only chosen in this study.

Known from the curves of elevation and gradient, paddy
fields and water-body are mainly distributed in plains, but dry
land is mostly located in hilly area, and woodland or grassland
are generally distributed in mountains due to less man-made
factors.

3.3 Classification rules extraction and analysis

For concept lattice can only dispose discrete data, every

characteristic index is divided into several discrete intervals
according to data distribution histogram in this study. So every
discrete interval is expressed as: Name_XX, where Name is
denoted as the character index, XX is the number of the char-
acter interval. Spectral characters, normalized difference index
between bands, as well as the texture characters are divided into
25 intervals, but gradient is divided into seven intervals in ac-
cordance with the national standard as shown in Table 2, and
elevation is divided into 12 intervals for that the plots can be
discerned where the distribution gap is about 120 m in vertical
terrain.

For the discrete sample data, 9033 concepts are generated
based on the constructed algorithm of concept lattice in this
study, in which 4835 concept nodes contain sort attribute. And
then the concepts disposed by the intension reduction algorithm
generate corresponding  classification rules, only partly
one-dimensional classification rules of higher support degree
are shown in Table 3 due to space limitations.

Table 2 Intervals of slope

0°—3° 30—5§0 50—g°

§°—15°

15°—25° 25°—35° >35°

Slope_|I Slope_2 Slope_3

Slope_4

Slope_S Slope_6

Slope_7

Table3 Single dimension attribute classification rules

No Rules Su/g;on Conii;ence

1 band2_6—>dry land 9.7 4].88388
2 ND47_16—>grassland 7.36 44.59759
3 band6_6—> grassland 6.49 40.80674
4 ND23_15-—> grassland 6.55 50.1248
5 ND17_11—> paddy fields 7.51 50.55545
6 ND47_11—> paddy fields 8.16 46.58692
7 ND47_14—> paddy fields 4.33 5543247
8 band4_8 —> paddy fields 5.25 44.76058
9 ND35_14 —> paddy fields 4.59 55.01782
10 ND13_12 —> paddy fields 342 50.21281
11 ND34_11 —> paddy fields 325 41.71157
12 ND35_15—> paddy fields 5.16 49.90062
13 ND47_18—> woodland 8.97 42.78857
14 ND35_17—> woodland 135 44.75626
15 ND27_13—> woodland 5.15 55.83393
16 dem_4—> woodland 5.71 53.49792
17 slope_3—> water body 6.71 43.30056
18 NDI14_21—> water body 745 44.1342
19 ND27_20—> water body 4.70 42.42167

20 band4_1 —> water body 5.44 48.22366

21 dem_0 —> water body 16.30 48.21919

Known from the mined classification rules, multi-dimen-
sional classification rules are generally composed of several
single dimensional rules. However, the single dimensional rules
have higher support degree, that is to say, they have more abil-
ity to distinguish in essence.

The conclusion analyzed from the mined one dimensional
classification rules showed that: the rule of No.16 can be un-

derstood that when the elevation is about 827—984m, the sup-

port degree of the plots labeled as the woodland is up to 5.71%,
and the confidence degree is up to 53.50 %; the rule of No.21
can be interpreted as that when the elevation is about 200—

307m, the support degree of plots classified as water body is up
to 16.30%, and the confidence degree is up to 48.2%; the result
accords with the analysis of elevation and gradient, where water
body is located in relatively flat plains and hills, but forests are
distributed in higher mountains, so the mined rules can be un-
derstood and accepted by man. To the rules of No.2,6,7 and 13,
the value of ND47_18 of woodland > the value of ND47_16 of
grassland > the value of ND47_11-ND47_14 of paddy fields,
which are coincident with the analysis of normalized difference
index between bands. Therefore the result shows that all mined
classification rules have higher credibility. On the other hand,
comparing the length of mined classification rules, the result
shows that the length of rules mined by concept lattice is gen-
erally about 3—56, less than the length of rules obtained by de-

cision tree algorithm C4.5 where the length is average 8—10

attributes (Chen, 2007). So the rules mined by formal concept
analysis are relatively brief, and the classifier built based on the
rules will also be relatively simple.

3.4 Classifier construction and analysis

In order to construct a classifier based on the mined classi-
fication rules, a heuristic classifier is carried out in this study,
the process included: firstly, all conflicting rules in rules set are
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deleted; secondly, the rules set order in partial relationship. The
order principles is: (1) confidence degree priority; (2) when
confidence degree equals, the support degree priority; (3) when
confidence and support degree both equal, the rules sort by
generating order; (4), to the ordered rules set, constructing a
classifier by selecting the subset of rules which has least train
errors on the sample data. The algorithm of constructing heuris-
tic classifier is described in detail by Qi (2005). Meanwhile, in
order to study the classifier accuracy in different support and
confidence threshold as well as evaluate the classifier’s per-
formance, some training sample data are chosen from
multi-resource spatial databases, and carrying out experiment in
different support and confidence thresholds. The result shows
that when the threshold of support degree is 2% and confidence
threshold is 40%, the heuristic classification accuracy is the
highest and reaches 80.26%, which is 78.64% higher than that
obtained by C4.5 algorithm based on the same sample data set.

In order to verify and compare the accuracy of heuristic
classifier constructed by the classification rules based on the
theory of the concept lattice, the remote sensing image orbited
on 126/38 of May 5, 2000 is selected for experiment in this
paper. 1166 sample plots are chosen, which include 275 dry
land, 107 grass land. 236 paddy fields, 228 water body and 320
woodland. The results of confusion matrix method compared
with supervised classification and decision tree classification
method are shown in Table 4—Table 6.

Conclusions can be made from the above results that the to-
tal classification accuracy and Kappa coefficient of heuristic
classifier are relatively higher compared with C4.5 decision tree
algorithm and supervised classification method. The user’s
accuracy and producer’s accuracy also shows some advantages,
especially in distinguishing dry land, grasslands, paddy fields,
forest land compared with supervision classification method,
but slightly decreased in distinguishing water body compared

Table4 Result of supervised classification

Type Dry land Grass land Paddy fields Water body Woodland Total User’s accuracy/%
Dry land 204 32 25 0 14 275 74.18
Grass land 19 62 17 0 9 107 57.94
Paddy fields 33 14 169 8 12 236 71.61
Water body 0 0 - 25 203 0 228 89.04
Woodland 23 38 25 9 225 320 70.31
Total 279 146 261 220 260 1166 —
a‘:’::r‘;z;'/; 73.12 4247 64.75 9227 86.54 — -
Total accuracy: 74.01%  Kappa coefficient: 0.7389
Table 5 Results of C4.5 algorithm
Type Dry land Grass land Paddy fields Water body Woodland Total User’s accuracy/%
Dry land 215 21 28 I 10 275 78.18
Grass land 21 71 8 0 7 107 66.35
Paddy fields 35 9 173 4 15 236 7331
Water body 2 5 8 205 8 228 89.91
Woodland 20 42 19 5 234 320 73.13
Total 293 148 236 215 274 1166 —
;’c":r‘:;‘;;,; 7338 4797 73.31 95.35 85.40 - -
Total accuracy: 77.02%  Kappa coefficient: 0.7691
Table 6 Results of constructed heuristic classifier
Type Dry land Grass land Paddy fields Water body Woodland Total User’s accuracy/%
Dry land 221 25 14 2 13 275 80.36
Grass land 23 75 3 1 5 107 70.09
Paddy fields 27 12 . 181 2 14 236 76.69
Water body 4 6 15 199 4 228 87.28
Woodland 18 37 17 6 242 320 75.63
Total 293 155 230 210 278 1166 —
—— 75.43 48.39 78.70 s §7.05 - -

Total accuracy: 78.73%

Kappa coefficient: 0.7862
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with the decision tree algorithm C4.5. Although observational
data is absent and experimental data selected from interpreted
land-use types exist error, which result that the classification
accuracy of three methods are relatively lower, the results
compared among the three methods show that heuristic classi-
fier has obviously advantage, which proved that the theory of
formal concept analysis provides a new way to solve the prob-
lem of remote sensing image classification.

4 CONCLUSIONS AND OUTLOOK

According to the formal concept analysis theory in this pa-
per, the classification rules are mined from remote sensing im-
age and a heuristic classifier is constructed based on the mined
rules. The experimental result shows that the method has dem-
onstrated advantage compared with supervised classification
and decision tree algorithm C4.5, which also proved that the
method provides a new way to mine classification rules. How-
ever, the shortcoming of formal concept analysis theory is sen-
sitive to noise data in mining rules. When dealing with mixed
areas in remote sensing image, how to decompose the mix pix-
els by formal concept analysis theory need to be further re-
searched.
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