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Region multi-center method for land use classification
of multispectral RS imagery
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Abstract: A convenient multivariate statistical model is in general not available for the multi-spectral feature of land use (LU)
class of remote sensing (RS) image, as one LU class is made up of several ground objects. Analyzing the spectral characteristics
of LU of multispectral RS imagery, this paper presents a rule-based region multi-center (RMC) method. In the method, the clas-
sification cell is pixel region, the classificatory pattern is a set of the classificatory intra-class centers which is confirmed by
clustering the training samples, and the classification rules are the type amounts of intra-class center and the percentage of the
pixels belonged to the class from the whole region pixels. RMC method can also be used to recognize the individual LU class
from multi-spectral RS image. This method deals with the distribution problem by multi-center and based on rule method. There
are much difference of the classificatory center amount and the pixel’s percentage among different LU class, so the selection of
training area and the determinants of rules are easy. The results of experiment indicate that the LU classification accuracy is in-
creased between 4% and 6% with this method.
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1 INTRODUCTION

LU categories are classified by the aims of human activity
(Yuan et al., 2005; Zhu, 2006), and there are many types of
ground material in one land use class. LU classification from
RS imagery is based on the spectral features of ground objects,
so there is different material spectrum in the same LU class.
Using multispectral RS imagery for LU classification, a con-
venient multivariate statistical model is in general not available
for the multispectral characteristics of LU class (Alberti et al.,
2004; Gislason et al., 2005).

So there are mainly three solutions: firstly, try best to make
the samples satisfy the multivariate statistical distribution, such
as with the unsupervised clustering method, to choose the
dominant and continuous pixels as training samples, then clas-
sify with statistical pattern recognition method (Kuemmerle et
al., 2006; Benediktsson et al., 1997). Though this solution re-
duces the differences of samples, the training samples don't
contain all ground objects’ information. So the difference be-
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tween classificatory pattern and the ground object is rather
great to result in classification error (Lin ez al., 2002, Cabido &
Zak, 2002).

Secondly, make use of elevations, textures, boundaries and
all other secondary information to reduce the dependence on
the spectral information, whereas the secondary information
add the dimension of the classification feature vector, and the
vector multivariate statistical model is more difficult available.
So we commonly adopt multi-classifier confusion method to
classify different types of information, to reduce the classifica-
tion vector dimensions of single classifier and improving the
clustering performance of the classification vector, then fuse the
results of several classifiers (Lin et al., 2004; Bruzzone e al.,
2004; Cingolania et al., 2004). However, the problem of spec-
tral information statistical distribution is not taken account in
these methods, the classification accuracy increases is limited,
even it may lower to some classes (Smith et al., 2003).

Thirdly, take the un-statistical pattern recognition method to
solve multivariate statistical distribution, such as decision tree
method. This method makes use of the class subset to form the
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boundary of branch decision tree (Lucas et al., 2007; Zhao et
al., 2005; Conese et al., 1993), but it is difficult to divide subset
and to form rules for the method.

Analyzing the multi-spectral feature of LU in RS image, this
paper presents a new method, Region Multi-Center (RMC), for
LU classification of multi-spectral RS image. In this method,
the classification cell is region, classificatory pattern is formed
by clustering centers of training samples, and adopt rule-based
method to classify.

2 MULTI-SPECTRAL FEATURE ANALYSIS OF
RS IMAGERY

2.1 Intra-class distance distribution

Considering that designing classifier is based on the distance
distribution between feature vector and the classificatory center
vector, and LU class is made up of several types of ground
objects, we study the distance distribution between the in-
tra-class center vectors and the LU classificatory center vector.

Fig. 1 Sketch of classificatory centers and intra-class centers

Suppose that the training sample set of ¢ classes is
{x),x5,:--,xy} , where c is the number of object classes, and x;
represents the feature vector of training sample i. The sample
set of class @ is (x,-(");j=l,2,---,c;i=l,2,---,nj}, and the

superscript j denotes class, lower-script i denotes serial number
of the samples, »; is the number of class & samples, and

Zn = N, the center vector of class @} adopts the mean vec-
Jj=1

Joo.
tor mj, and mj=—l-fo’),j=l,2,---,c. Cluster the training
R izl
samples of class @} by the distance threshold method to form &

intra-class centers (as Fig. 1) , which are represented by
(@1, @)y, @y}, =12,k The sample set of intra-class

center a is [xl(ﬂ);j=l,2,~--,c;l=1,2,---,k;i=l,2,'--,n,).

where @) represents the / th intra-class center of class @, n; is

k
the number of samples of intra-class center @y, and Zn, =n;.
{=1

The mean vector of intra-class centers is {m JiM e,

n i
m;),1=12k, and m,,:nin,U”, j=12q01=1,
1 j=|

2,---,k . The distance between class a} center and its intra-class
@y centers isd ="m j—m j“ The intra-class distance distri-

bution can be represented with the graph that setting the per-
centage of n/n; as the y-axis and setting the d;-as the x-axis.

2.2 Multi-spectral feature of LU class

Select samples from urban land, woodland, plantation land
and water four classes of LU in Landsat TM (Bands 4, 3, and 2)
image of Changsha, to analyze the intra-class distance distribu-
tion of multi-spectrum. The rule of selecting samples is that
samples should cover as many pixels of ground objects as pos-
sible, and the distribution range of samples should be wide.
According to the rule, choose 8192 pixels in each class respec-
tively. Fig. 2 shows the rough region of samples.

Fig.2 Rough region of samples in the RS image

Fig. 3 shows the graph of intra-class distance distributing of
LU class, and the distance threshold of max-minimum cluster-
ing is 30. From Fig. 3, we can know: (1) The spectral value of
pixels in every class has many intra-class centers. (2) Each
class exists several relatively concentrated distance intervals,
such as 30—40 and 60—70 of water. It represents that one class

of LU is composed of several mainly ground material.
(3) Spatial distance distribution of water is the most concen-
trated, and the distribution of urban land is more concentrated
than that of woodland and plantation land, but the continuity of
urban land is less than woodland and plantation land.
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Fig. 3 Graph of spatial distance distributing of LU class
(a) Water; (b) Woodland; (c) Urban land; (d) Plantation land

3 RMC METHOD

3.1 Basic thought of the method

LU classification rules are the type of ground objects and
their ratio of area by whole area of object cell, such as the city’
criterion of level-1 class is that the area of building and traffic
should be more than two thirds, and any other LU area should
not be more than one third of the total area. According to the
thought of classification, the basic thought of the method of RS
image classification for LU is as follow: (1) take pixel region as
classification cell, (2) take thresholds that relate to the ground
objects as classification rules. As Fig. 4 shows a 5x5 region cell
in urban land area, if @y, @53,@34,a5¢ denote building, road,
wood and water, respectively, the region cell has four ground

objects types of LU class, and the total pixels in urban land is
18, and the ratio to the total region pixels is 72%.

Fig. 4 Sketch of classificatory object types in the region cell

In view of that the intra-class distance distribution reflects
on the spectral feature of LU class (Fig. 3), a method of RS
image classification of LU is presented. In the method, the
classification cell is pixel region, the classificatory pattern is a
set of the classificatory intra-class centers, and the classification
rules are the type amounts of intra-class center and the per-
centage of the pixels belonged to the class from the whole re-
gion pixels. This classification method is called RMC method.

3.2 Confirming classificatory pattern

With a set of intra-class centers representing a classificatory
pattern of LU, the number of centers is the key to determine the
classificatory pattern, and the principle of selecting classifica-
tory pattern is that: the distance of intra-class should be the

minimum, and the inter-class distance should be the maximum.
So we choose the number of centers by calculating the in-
tra-class and inter-class distance of classificatory pattern.

As shown in Fig. 1, with single center representing classifi-
catory pattern, the function of intra-class distance is following:

c . 2
oS3 n]
jti=l

where m; is the mean-vector of class @ classificatory pattern.
The function of inter-class distance is defined as follows:

e ,
dB=“"Z(mJ"‘m)(mj-m)
¢
where m is the mean-vector of all the patterns and
1 ¥
NZx,—.

i=1

With a set of intra-class centers representing classificatory
pattern, the function of multi-center intra-class distance is
2

[ .
dw=22“x,§”)—m j,” ,and the function of multi-center
j=li=l
c k
inter-class distance is dBw:WZ”z;(mﬂ -m)(m; -m).
Jj=l=

where my; is the mean vector of intra-class center .

With C-mean clustering method and the samples of experi-
ment in Section 1.2, the multi-center intra-class and inter-class
distance of samples are shown in Table 1.

Select the center number based on the principle of the
minimum intra-class distance and the maximum inter-class
distance, The number of centers can range from 10 to 120 in
accordance with Tablel.

3.3 RMC feature of LU

We make use of two types of RMC features, one is that the
region cell has the type's amount of classificatory intra-class
center, the other is that the ratio of classificatory pixels to the
total pixels of region cell. The method of these feature acquired
is as follows:

(1) Cluster classificatory training samples to form the
multi-center by C-mean method. Then delete the center of
which pixel number is less a threshold, to exclude imagery
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Table 1 Intra- and inter-class distances of different numbers of intra-class center

Center amount 1 2. 5 10 25 30 50 100 120 200
Intra-class distance 76.91 78.97 61.85 40.16 28.71 2545 1897  13.67 12.99 9.60
Inter-class distance 103.42 31.38 7118 109.59 108.53 102.61 128.14 112.49 147.51 97.34

noise and the influence of ground objects including the least
pixels, At last, take the set of adjusted centers for classificatory
pattern, and calculate the minimum distance d,;, between the
pixel and the center.

(2) Select region size arbitrarily in classes, cluster the pixels

of region by distance threshold value dp;,, i.e. if "x -m j,“ <

dimin » SO X € @, and calculate the amount of region cell con-

taining intra-class center @ of class ).

(3) Calculate the ratio of classificatory pixels to the total
pixels of region cell.
3.3.1 RMC feature of different training samples

According to the principles in paragraph 2.2, select A, B,
and C three group samples, and these sample’s amount are 8192,
4096, and 1024 pixels, respectively. The original class amount
of C-mean clustering is 50. Delete centers of which pixels are
less than 0.1% of the total training samples. Then, select arbi-
trarily a 11x11 region cell from each class. Multi-center fea-

tures of the region cell are shown in Table 2 and Table 3.

To different training samples, Table 2 and Table 3 show ob-
viously that: the number of intra-class centers and the pixel
percentage to the category that region cell comes from are far
more than to other categories.

3.3.2 RMC feature in different size of region cell

In sample group C, select 16x16 and 7x7 region cell respec-
tively. Multi-center features of the region cells are shown in
Table 4 and Table 5.

To different region cell size, Table 3 to Table 5 shows obvi-
ously that: the number of intra-class centers and the pixel per-
centage to the category that region cell comes from are far more
than to other categories.

3.4 Method steps

Fig. 5 shows the steps of RMC method for LU classification
of multispectral RS imagery.

Table2 RMC feature of the region cell of training samples group A

Water samples Woodland samples Urban land samples Plantation samples
Water 10, 100% 0,0 2,21.9% 0,0
Woodland 0.0 6, 100% 3,23.5% 1,7.4%
Urban land 0,0 1,3.3% 19, 100% 0,0
Plantation land 0,0 0,0 3,4.1% 11, 100%

Note: The front denote the classificatory intra-class center amount, the back denote the percent of pixels.

Table3 RMC feature of the region cell of training samples group C

Water samples Woodland samples Urban land samples Plantation samples
Water 14, 100% 0,0 4,19.8% 0,0
Woodland 0,0 8, 100% 2,29.7% 1,0.8%
Urban land 0,0 0,0 25, 100% 0,0
Plantation land 1,0.8% 0,0 2,32% 11, 95.0%

Table4 RMC feature of the region cell size 16x16

Water samples Woodland samples Urban land samples Plantation samples
Water 23,99.6% 0,0 0,0 2, 15.6%
Woodland 0,0 10, 97.6% 0,0 0,0
Urban land 4,51.1% 2,415% 27.98.4% 3.47%
Plantation land 0,0 4,3.9% 0,0 25,98.8%
Table 5 RMC feature of the region cell size 7x7
Water samples Woodland samples Urban land samples Plantation samples
Water 10, 100% 0,0 0,0 2,6.1%
Woodland 0,0 4,93.0% 0,0 0,0
Urban land 2,38.7% 2,40.0% 19, 100% 0,0
Plantation land 0,0 0,0 0,0 12, 100%




LIN Jian et al.: Region multi-center method for land use classification of multispectral RS imagery 169

[ Select training samples |

[ Analysis multi-spectrum feature |

Cluster training sample and calculate the minimum
distance between the pattern to the clustering-center

[ Confirm the classificatory pattern | | Confirm region size |

|

| Classify pixels with the minimum distance l

[ Set the center number | [ Set the percentage |

L——>| Classify region cells |4-—|

¥
[ Taketheclassnote |

Fig.5 Flowchart of RMC method

4 EXPERIMENT

The experiment data is shown in Fig. 2. Select urban land,
woodland, plantation land, water and bare land five level-1
classes of LU to classify. In the classified images, the five
classes are marked with green, red, yellow, blue and white,
respectively, and the undivided regions are marked with black.

All kinds of classification method adopt identical method of
training sample choice and accuracy evaluation. The principle
of selecting training samples is that: samples should cover as
many pixels of all ground objects in LU as possible, and the
distribution range of samples should be wide. The method of
accuracy evaluation is as follows: choose 100 points in the
classified image at random and calculate the classification error
according to the result maps of visual interpretation method.

4.1 Classification of general methods

Fig. 6 shows the results of general methods of LU classifica-
tion. Fig. 6(a), 6(b), 6(c) and 6(d) express the maximum-
likelihood method (Benediktsson et al., 1997), the FasART
neural network method (Lin et al., 2002), the decision tree
method (Zhao, er al., 2005) and the method of combining re-
gion features and spectral information by multi-classifiers, re-
spectively. The classification accuracy is shown in Table 6.

From Table 6, to woodland and plantation land class, the
accuracy of classification methods of neural network and deci-
sion tree are better than the method of maximum likelihood,
that is because spectral features of these classes are relatively
dispersal. The accuracy of fusion classification method based
on the region and spectral information increases but not high.

4.2 RMC method with different rules

The size of region cells is 5x5, and the classification center
is formed by training samples in group A. The center amount of
the urban land, water, plantation land, woodland and bare land
are 50, 20, 50, 50 and 10, respectively, The result maps of ex-
periment with different center amount and percentage thresh-
olds are shown in Fig. 7, and the classification accuracy is
shown in Table 7.

As shown in Fig. 7(d), when the threshold of center amount
is 2, the unclassified region increases obviously, but the classi-
fication accuracy does not change largely. There are two rea-
sons, one is that the pixels in the small region are relatively
concentrated, on the other hand is that the judge distance is
small, when the number of cluster centers is large. From Table
7, we know that the accuracy change due to the change of

.threshold is less than 1%. Therefore, it is easy to select the

threshold of classification rules. Compared to Fig. 6, the spots

Fig. 6 Result map of general classification methods for LU
(a) Maximum-likelihood; (b) Neural network; (c) Decision tree; (d) Combining region and spectrum information by multi-classifiers

Table 6 Classification accuracy of general methods/%

Classification method Water Woodland Urban land Plantation land Bare land Average accuracy
Maximum-likelihood 85.6 84.1 76.3 82.9 86.5 83.08
Neural network 877 86.8 72.4 85.6 853 83.56
Decision tree 90.2 85.7 74.6 84.2 85.1 83.96
Fusion classification 87.0 85.2 81.7 84.1 859 84.78
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Fig. 7 Classification result map of RMC method with different threshold of center amount and percent
(a) Center amount is |, percent is 50%; (b) Center amount is 1, percent is 55%; (c) Center amount is 1, percent is 60%; (d) Center amount is 1, percent is 45%

Table 7 Classification accuracy of different threshold of center amount and percent/%

Fig. 7 Water Woodland Urban land Plantation land Bare land Average accuracy
(a) 87.5 88.3 86.8 88.7 85.9 87.44
(b) 87.1 88.9 87.7 89.1 85.7 87.70
(c) 87.5 87.8 86.8 88.8 86.0 87.38
(d) 87.3 87.5 86.6 83.0 85.2 86.92

decrease obviously in Fig. 7, meanwhile, the classification ac-
curacy increases approximately 4% in Table 7 compared to
Table 6.

43 Classification with different training samples
and classificatory patterns

Fig. 8 reflects the classification results of different training
samples and different center amount of the same training sam-
ples. The region cell is with a size of 5x5, the threshold of cen-
ter amount and percentage are 1 and 55%, respectively. Table 8
shows the classification accuracy. Fig. 8(a)—Fig. 8(c) is the
classification result maps of group B with different center

amount of sample pattern. It is difficult to detect the classifica-
tion difference from the maps. In Table 8 the accuracy error

difference is less than 0.5%, so it fully indicates that the
changes of center amount have a little effect on classification
accuracy. There are three groups of training samples in Fig. 7
and Fig. 8, and the mean accuracy difference does not surpass
1% in accordance with Table 7 and Table 8. All these prove that
the request of choosing training samples is not strict for RMC
method.

4.4 Single class recognition of RMC method

Fig. 9 shows the results of single class recognition of RMC
method. In classification process, we only choose the training
samples from single class. According to the result maps, there is
nearly no spots in the class and it is similar with the results of
the land level-1 classification by visual RS image. The parame-

Fig. 8 Classification result map of RMC method with different training samples and classificatory pattern
(a) Group B, pattern is 50,20,50,50 and 10; (b) Group B, pattern is 50,30,70,70 and 20; (c) Group B, pattern is 60,30,60,60 and 20;
(d) Group C, pattern is 50,20,50,50 and 10

Table 8 Classification accuracy of different training samples and classificatory pattern/%

Fig. 8 Water Woodland Urban land Plantation land Bare land Average accuracy
(a) 88.5 878 86.8 89.3 86.2 87.72
(b) 88.2 87.6 87.0 88.9 85.3 87.40
(c) 87.9 88.3 86.4 89.2 86.0 87.56
(d) 86.4 88.5 88.7 89.0 84.1 87.34
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Fig. 9 Result map of recognizing the individual LU class with RMC method
(a) Water; (b) Urban land; (c) Plantation land; (d) Woodland

Table 9 Accuracy and different parameters of recognizing the individual LU class with RMC method

Region cell size Pattern center Center Amount Percentage Accuracy/%
Water 3x3 20 1 55 89.6
Urban land 11x11 50 3 60 90.1
Woodland 9x9 50 4 60 89.7
Plantation land 9x9 50 3 60 91.2

ters of RMC method and classification accuracy are listed in
Table 9. Comparing with Table 7 and Table 8, we know that the
accuracy of every class increases, and the mean accuracy
increases about 3%. This is because that we can select different
region cell size according to the scale feature of classes, and if
the size of classification region enlarges, it can help control the
threshold of center amount to increase the classification accu-
racy.

5 CONCLUSION

This paper presents a RMC method for LU classification of
multispectral RS imagery. The classification cell is region, and
the classificatory pattern is represented by intra-class center set
of the training samples. The method fully considers the charac-
teristics that a kind of LU class is covered with several ground
objects, and the classificatory pattern does not meet multivari-
ate statistical distribution. To RMC method, the multispectral
feature is more dispersal, the classification accuracy is
improved greatly. There are two classification rules of RMC
method, one is the type amount of classificatory intra-class
centers which the pixel of the region cell belonged to, the other
is the percentage of the pixels belonged to the class from the
whole region cell pixels. The rules express sufficiently the basic
idea of LU classification system and classification based on the
area ratio of ground objects to whole region. Meanwhile, it
fuses the region information and the spectral information.
Owing to the large difference of RMC feature, it is simple to
establish the classification rules and to select training samples.
RMC method which multi-centers confirmed by clustering
solve preferably the problems of the division of subset and the
confirmation of boundary of decision tree method. Furthermore,
the method can be applied to single class recognition and can
adopt different classification rules for different classes. RMC
method can increase the LU classification accuracy of multis-

pectral RS imagery between 4% and 6%.
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